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Abstract

In this work, we propose a deep learning architecture, incorporating a Graph Convolu-

tional Network (GCN) backbone combined with a partitioning transformer, that achieves

results comparable to the state-of-the-art methods in skeleton based multi-person, multi-

view human action recognition. By leveraging attention-based GCN, the model captures

context-dependent intrinsic topology while enhancing discriminative information. Fur-

thermore, utilizing transformers, we harness their ability to aggregate long-range tem-

poral information, allowing us to learn complex actions by attending to both short-term

and long-term temporal windows. This is achieved through our partitioning strategy,

which efficiently captures the relationships between neighboring and distant joints, en-

abling a comprehensive understanding of human movement dynamics. In this work, we

also introduce a Cosine-based noise as a new data augmentation strategy for joints across

time. This helps improve our model, Hybrid-Graformer, achieve accuracy comparable to

the state-of-the-art across various skeleton-based action recognition benchmarks.

Keywords: Graph Convolutional Networks; Transformers; Action Recognition;

Skeleton-based Action Recognition
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Chapter 1

Introduction

Humans can effortlessly interpret actions in videos, even in the face of challenges such

as blurriness and occlusion. However, developing action recognition models that can

replicate this level of understanding has remained a central challenge in computer vi-

sion [2, 49, 55, 111, 138], particularly with the exponential growth of video content

creation driven by social media. In light of this growing trend, human action recogni-

tion models hold tremendous value and find applications in numerous important areas,

including video indexing, surveillance, intelligent agents, and more.

Videos represent 3D actions as 2D projections of a 3D world, accurate action recog-

nition hinges on a robust model and comprehensive feature representation of human

actions. Incomplete or inadequate representations can lead to incorrect predictions. To

effectively understand human actions, a model must not only capture the representation

of the action itself but also account for varying camera conditions (whether stationary

or moving), recognize different body shapes and sizes, and generalize across individuals

performing the same actions.

Given the complexity of the problem, numerous approaches have been proposed to

tackle this challenge, accompanied by the release of various benchmark datasets to sup-

port the research community. In the following chapters, we discuss these approaches and

1



Chapter 1. Introduction 2

Figure 1.1: Illustrations of human skeleton graphs from two datasets. NTU RGBD
dataset (left) and Skeleton-Kinetics dataset (right). Figure adapted from [99].

the datasets used to advance action recognition research.

1.1 Human Action Recognition

Since the early 2010s, deep learning-based approaches have achieved unprecedented suc-

cess in many long-standing computer vision tasks, such as human pose estimation, object

detection, action recognition, action prediction, and action interpolation. The availability

of large-scale labeled datasets, alongside advancements in computational resources, par-

ticularly the development of faster and more efficient GPUs, has significantly contributed

to the increased accuracy and robustness of machine learning models. In particular, com-

puter vision has greatly benefited from the application of Convolutional Neural Networks

(CNNs), which, when trained on vast amounts of labeled data, have produced results

comparable to human-level accuracy across many challenging problems. Human action
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Figure 1.2: Taxonomy of 3D pose estimation methods. These methods, applied to images
or videos in monocular or multi-view setups, are categorized into generative (including
part-based models), discriminative (divided into learning-based and example-based), and
hybrid approaches, which combine aspects of both generative and discriminative methods.
Figure adapted from [93].

recognition is one such domain that has seen substantial progress. Various approaches

to this problem utilize different input modalities, including RGB image sequences, depth

maps, 2D or 3D skeleton joints, bones and body parts, dynamic images, and even infrared

camera frames.

In this work, we focus on 3D skeleton data, as shown in Figure 1.1, as the input

modality for human action recognition, which offers numerous advantages. First, 3D

skeleton data provides a compact representation of human motion, significantly reducing

dimensionality compared to RGB or depth images. It preserves essential information

about body pose and movement. This compactness facilitates more efficient model train-

ing and reduces the risk of overfitting. Additionally, 3D skeleton data captures the full

range of motion in a detailed and expressive manner, allowing even subtle movements to

be accurately represented. Another advantage is that 3D skeleton-based models tend to

be view invariant, as they focus on the relative positions of joints rather than appearance
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Figure 1.3: Examples of action video frames utilized in computer vision research: a)
single person’s action; b) human interaction in surveillance footage; c) entertainment
videos; d) autonomous driving applications; e) human-robot interactions; f) health-care
applications. Figure adapted from [55].

features, making them more robust to changes in camera angles and background clut-

ter. Furthermore, skeleton data is less sensitive to variations in lighting or occlusions,

which are common challenges when working with RGB or depth data. These proper-

ties make 3D skeleton data an ideal choice for human action recognition, particularly in

environments where generalization across subjects and viewpoints is critical.

Moreover, in scenarios where 3D skeleton data is not readily available, the devel-

opment of highly efficient, real-time 3D pose estimation algorithms [93, 152] provides

an effective alternative, as shown in Fig 1.2. These algorithms can accurately extract

3D skeletal data from any RGB video sequence, enabling the use of 3D skeleton-based

models without the need for dedicated motion capture systems. This advancement en-

sures that researchers and practitioners can easily obtain high-quality 3D skeleton data

from standard RGB videos, further broadening the applicability of skeleton-based action

recognition methods.

1.2 Applications

Human action recognition algorithms have many applications, including surveillance,

video retrieval, entertainment, human-robot interaction, healthcare, and autonomous

driving as shown in Figure 1.3. The proliferation of video data, coupled with advances
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in computational power and sophisticated algorithms, has catalyzed remarkable progress

in these fields. The evolution of deep learning and artificial intelligence (AI) has played

a pivotal role in driving these innovations.

Visual surveillance, where security concerns have become increasingly relevant in the

contemporary life, can be automated using action recognition algorithms. Surveillance

systems, often designed to monitor permissible and prohibited behaviors, benefit from

action recognition algorithms. By integrating these algorithms with a network of cameras,

such systems can enhance the detection and prevention of criminal activities. The mere

presence of cameras, supported by action recognition, also contributes to a heightened

sense of security.

Beyond surveillance, video retrieval faces growing challenges with the rapid increase in

online video content. Traditional retrieval methods rely heavily on textual data like tags,

titles, and descriptions, which are often inaccurate or irrelevant. In contrast, analyzing

human actions within videos offers a more reliable alternative. This method focuses on

ranking videos based on the relevance of detected actions, offering a more effective means

of retrieval compared to simple classification tasks.

In the realm of entertainment, the gaming industry has witnessed a surge in popu-

larity, particularly with games incorporating full-body interaction. Games such as dance

and sports simulations rely on affordable RGB-D sensors that capture both color and

depth information. This depth data provides crucial structural information, enabling

precise action recognition by reducing motion variation within classes and filtering out

background noise, leading to a more immersive gaming experience.

The integration of human action recognition is also transforming human-robot in-

teraction. Effective communication between humans and robots is essential, whether in

domestic or industrial settings. For instance, tasks such as "passing a cup of water" or

"assembling an object" require visual communication for robots to interpret and respond

accurately. Action recognition algorithms enhance this interaction, ensuring that robots
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understand human actions effectively.

Finally, autonomous driving has become another critical domain for action prediction

algorithms. These algorithms allow vehicles to anticipate pedestrian movements and

future actions, which is vital for collision avoidance. By analyzing motion characteristics

early in an action sequence, autonomous vehicles can predict actions without needing to

observe the entire sequence, thereby improving safety on the roads.

1.3 Research Challenges

Despite significant advancements in human action recognition, the state-of-the-art al-

gorithms still face difficulties in accurately classifying all actions. While deep learning

approaches can mitigate many of these challenges given enough data, it is impractical

to have datasets that encompass every possible variation in human actions. This has

driven researchers to develop generalized models that can learn complex human body

structures and movements, while also capturing interactions across time, varying angles,

and different environments.

One of the major challenges is intra-class variation as shown in Figure 1.4, where the

same action can be performed differently by different individuals. For instance, a com-

mon action like "reading" may look different for each person—some might have a different

pose, some might sit while reading, some might stand. Moreover, variation in viewing

angles exacerbates the problem, as the same action appears distinct when observed from

multiple angles. Real-world videos are not recorded under consistent conditions, mean-

ing actions need to be recognized regardless of the camera position. Additionally, pose

variations between individuals performing the same action can introduce both subtle and

pronounced differences, further complicating classification tasks.

Another significant challenge in human action recognition is inter-class variation, as

illustrated in Figure 1.5. Actions from different categories can often appear strikingly
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Figure 1.4: Intra-class variations: Examples of actions which look very different but
belong to the same class.

similar, making differentiation difficult. For instance, distinguishing between "wiping

face" and "sneezing/coughing" poses a challenge due to their shared motion patterns.

Similarly, in human-object interaction tasks, actions such as "drinking" and "eating"

involve comparable poses and gestures, yet they represent distinct interactions belonging

to separate classes. This overlap can confuse models, particularly when relying solely on

skeletal data.

Moreover, models also struggle with cluttered backgrounds and camera motion. While

action recognition systems work well in controlled settings with static backgrounds, fixed

cameras, and few obstructions, real-world scenarios are more challenging. Videos often

include moving cameras, busy environments, and multiple subjects, making accurate

action recognition more difficult.

Another critical challenge is the lack of annotated data. Given the extensive range
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Figure 1.5: Inter-class variations: Examples of action classes which look very similar but
belong to different classes.

of possible action classes and the inherent complexity of human motion, deep learning

models require large volumes of labeled data to perform effectively. However, obtaining

and accurately annotating such vast datasets can be both time-consuming and challeng-

ing. As a result, leveraging both labeled and unlabeled data is essential for improving

model performance.

Additionally, uneven distribution of distinguishing features across video frames further

complicates action recognition. Not all frames provide equal amounts of useful informa-

tion; some frames are significantly more discriminative than others. The distribution
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Figure 1.6: Overview of Hybrid-Graformer model: 3D skeleton joints are taken as input
and the output is the class prediction label.

of discriminative motion can generally be categorized into four types. First, there are

actions where discriminative motion is distributed throughout the entire action without

any object interaction, such as "standing up" or "shaking hands." Second, certain actions

exhibit discriminative motion only in short bursts, even without object interaction, like

"sneezing" or "nodding." Third, some actions involve continuous motion with object in-

teraction, such as "taking off a jacket." Lastly, certain actions have discriminative motion

that occurs in brief moments but involves object interaction, like "eating" or "drinking."

This uneven distribution of discriminative information necessitates that models learn to

focus on the right frames to accurately classify actions.

Addressing these challenges is crucial for researchers seeking to develop more accurate

and generalizable action recognition models. By refining methods to account for inter-

class and intra-class variation, enhancing robustness against environmental complexities,

and optimizing frame attention strategies, the field of human action recognition can
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advance significantly. Ultimately, overcoming these obstacles will lead to models that

perform effectively in diverse and dynamic conditions, opening up new possibilities for

applications in areas such as surveillance, human-computer interaction, and intelligent

systems.

1.4 Contributions

In this work, we introduce a novel hybrid architecture, illustrated in Figure 1.6, that

combines a GCN backbone with a partitioning transformer for action classification using

skeleton data. The main contribution in the architecture is the configuration we have

used to construct the hybrid model which we describe in the following chapters. Our

final model is trained on multiple modalities, including joints and bones, and we employ

an ensemble approach to present our best results. The key contributions of this work are

as follows:

1. We propose a novel configuration for a Hybrid-Graformer model for skeleton-based

action recognition, combining a GCN backbone with a transformer.

2. We introduce a novel data augmentation technique called ‘Cosine-based noise gen-

eration,‘ which outperforms traditional random noise methods.

3. We employ a multi-modal ensemble model that processes joints, bones, position,

and motion data.

4. We evaluated our Hybrid-Graformer model on the NTU-RGBD-60, NTU-RGBD-

120, and NW-UCLA benchmark datasets, achieving results comparable to state-of-

the-art methods [126, 153, 24].
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1.5 Thesis Outline

The rest of the thesis is organized as follows. Chapter 2 reviews relevant literature, high-

lighting key approaches in the field and contrasting them with our proposed method.

Chapter 3 covers background material required for understanding our approach. Chap-

ter 4 discusses our proposed architecture, breaking down each component and the datasets

used. Chapter 5 presents the results and analysis, while Chapter 6 concludes the thesis

with a discussion of the implications and future directions.



Chapter 2

Related Works

This chapter covers prior work done in human action recognition. This problem has been

tackled using a variety of approaches. We will also cover some of the earlier shallow

approaches. The most recent successful ones can be divided into four groups depend-

ing on their core building block: Convolutional Neural Networks (CNN), Graph Neural

Networks (GCN), Transformers and finally Hybrid Deep Neural Networks (DNN) with

combination of multiple building blocks.

2.1 Shallow Approaches

Shallow methods, such as the use of Histogram of Oriented Gradients (HOG) or Scale-

Invariant Feature Transform (SIFT) in computer vision tasks, depend significantly on

domain knowledge to extract features relevant to the specific problem. These approaches

typically employ algorithms, such as Support Vector Machines (SVMs) or decision trees,

which can perform adequately on smaller datasets but are limited in their ability to

generalize to high-dimensional data or more complex tasks.

12
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Figure 2.1: Point trajectories are tracked over frames, and are described by HOG, HOF
and MBH features. Figure adapted from [124].

2.1.1 Action Representation

The primary challenge in action recognition is to effectively represent an action in a video

given the variability in motion speed, camera angles, appearance, and pose. An action

representation must be computationally efficient, effectively capture the characteristics of

actions, and maximize the distinction between different actions to minimize classification

errors. One of the key difficulties is handling large variations in appearance and pose

within the same action category, which complicates recognition. The objective of action

representation is to transform an action video into a feature vector that captures the most

representative and discriminative information, thereby reducing variability and improving

recognition accuracy. Action representations can be broadly divided into global and local

features. This section focuses on traditional hand-crafted action representation methods,

where the parameters are predefined by experts, as opposed to deep learning methods

that automatically learn from data.

Human actions in videos generate space-time shapes within a 3D volume, captur-

ing both spatial and dynamic information of the human body. Holistic representation

methods are designed to capture the overall motion information of the entire human sub-

ject, providing rich data for action recognition. However, these methods are sensitive to
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Figure 2.2: Example of body parts detected by the constellation model by Niebles and
Fei-Fei [80].

noise, often introducing irrelevant information from both the subject and the background.

Some techniques, like those developed by Gorelick et al. [37] and Blank et al. [8], use the

Poisson equation to extract shape properties for action representation and classification.

Alternately, motion information can be computed using optical flow algorithms, which

analyze motion between consecutive frames. These methods have been used to describe

features of human bodies and their parts.

Local representation methods focus on identifying regions with significant motion in-

formation, avoiding the noise issues of holistic representations. Methods like space-time

interest points (STIPs) [57, 58] and motion trajectories are robust against variations in

translation and appearance. STIPs detect motion changes in both spatial and temporal

dimensions, while other methods use local motion information to generate feature vectors

for action recognition. However, STIPs only capture short-term information, making it

necessary to track interest points over time to capture long-duration motion. Feature

trajectories are one way to achieve this, using techniques like Harris3D interest points

with a Kanade-Lucas-Tomasi (KLT) tracker or matching Scale-Invariant Feature Trans-

form (SIFT) points across frames. These trajectories can be described using various

features, such as Histogram of Oriented Gradients (HOG) [18], Histogram of Optical

Flow (HOF) [60], and Motion Boundary Histogram (MBH) [123], to represent complex

human activities and reduce the effects of camera motion as shown in Figure 2.1.
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2.1.2 Action Classifiers

Human action classifiers employ various strategies for categorizing actions in videos based

on the computed representations. One of the most straightforward methods is direct

classification, where the entire action video is summarized into a feature vector and

classified into predefined categories. Common techniques include support vector machines

(SVMs) [94], k-nearest neighbors [7, 59], and bag-of-words models [61, 123]. However,

bag-of-words models, while useful for basic text representation, fail to capture temporal

or structural dependencies, which significantly limits their effectiveness in handling more

complex and dynamic scenarios.

A more refined strategy is sequential modeling, where the temporal evolution of ac-

tions is captured by treating videos as sequences of frames. Techniques like Hidden

Markov Models (HMMs) [26, 88] and Conditional Random Fields (CRFs) [107, 127] fall

under this category. While these approaches are effective in temporal representation, they

often struggle with background noise and challenging datasets, making their performance

less robust in real-world scenarios.

Another category of methods is space-time approaches, which focus on spatiotemporal

correlations between local features [60, 74]. These methods improve over direct classifica-

tion by modeling the distribution of interest points across both space and time, thereby

capturing more dynamic information about the action. Part-based approaches take a

different angle by concentrating on the motion of specific body parts [28, 80, 129, 130].

These methods capture the geometric relationships between different body parts as shown

in Figure 2.2, helping to distinguish between various actions by focusing on structured

motion patterns. They are especially helpful in situations where distinguishing between

actions depends on small differences in how body parts move.

Manifold learning approaches [127, 46] tackle the challenge of high-dimensional rep-

resentations by reducing them to lower-dimensional spaces. These methods capture the

nonlinear structures of actions by representing human silhouettes in a compact form,
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Figure 2.3: A simplified high-level structure of a two-stream CNN network. The two net-
works separately capture spatial and temporal information and are then fused together.
Figure adapted from [111].

which can significantly enhance recognition performance in complex environments. An-

other important category is mid-level feature approaches [17, 69], where hierarchical

models learn mid-level features from low-level representations. These techniques act as a

bridge between raw features and high-level action recognition, though they often require

additional annotations to perform optimally. Lastly, feature fusion approaches [72, 142]

focus on combining multiple types of features for a more holistic action classification.

By considering the inter-relationships between various features, these methods improve

classification accuracy by leveraging complementary information from different aspects

of the video data.

Each of these approaches has distinct strengths and limitations—some excel at captur-

ing temporal dynamics, while others are better suited for handling spatial relationships or

fusing multiple features. However, even the most sophisticated traditional methods pale

in comparison to the capabilities of deep learning-based classifiers, which offer superior

representation and classification ability for human action recognition tasks.

2.2 Deep Approaches

Deep learning methods have shown significant success in human action recognition tasks.

Convolutional Neural Networks (CNNs) are widely used for extracting spatial features,
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Figure 2.4: Example outputs of the first three convolutional layers from a two-stream
ConvNet model [106]. The two networks separately capture spatial (appearance) and
temporal information at a fine temporal scale. Figure adapted from [29].

with specialized variants such as Two-Stream CNNs capturing both spatial and tempo-

ral information, and 3D CNNs extending this to spatio-temporal representations. CNNs

combined with Recurrent Neural Networks (CNN-RNN) enhance temporal sequence mod-

eling, while dynamic image-based approaches encode motion information into single im-

ages. Graph Convolutional Networks (GCNs) are effective for modeling skeletal struc-

tures in non-Euclidean spaces, and Transformers leverage attention mechanisms for cap-

turing long-range dependencies. Hybrid models combine these architectures to leverage

their complementary strengths.

2.2.1 Two-Stream CNNs

The two-stream architecture [106] is inspired from the way human eyes process visual

data as shown in Figure 2.3. There is a slower stream which focuses on spatial data and

a faster stream which reads motion data. These models generally have two CNNs which

learn spatial and temporal features from RGB and stacked optical flow, respectively.

Several strategies have been proposed in [29, 30] for fusing the outputs of both streams

together in order to make action classification.
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Figure 2.5: Skeleton sequences can be converted to 2D pseudo-images and then be fed
to 2D CNNs for feature learning. Figure adapted from [9].

These architectures do a good job in capturing spatial and short-term temporal fea-

tures but generally struggle with long-term temporal information which is critical for

certain action classes. For example "making a phone call" and "salute" might have a

similar motion in between but a key distinction is taking the phone out in the initial

frames then taking the hand up to the ear with the phone. There are cases where hav-

ing the model learn long-term temporal features helps in distinguishing otherwise similar

looking actions. In order to get over this limitation, Wang et al. proposed a temporal seg-

ment network to take sparsely sampled frames from a video sequence during training and

classification scores of the sampled frames are aggregated to a final one in testing [106].

However, since these frames are processed independently, there is no long-term temporal

relationship captured in the representations as shown in Figure 2.4.

For most of the networks in these two stream approaches, optical flow has been

dominantly used for capturing temporal motion representations which is computationally

expensive. [31] use the same RGB stream as input for the temporal stream by reducing

the resolution and increasing the frame rate as compared to the spatial network which

effectively results in the CNN capturing motion patterns instead of spatial structure.

[146, 156] use motion vectors that are extracted from RGB video instead of optical flows

which significantly reduces the computational overhead for calculating optical flows.
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2.2.2 3D CNN

3D CNNs first introduced in [45] are a direct extension of 2D CNNs by convolving and

pooling in the temporal dimension as well as shown in Figure 2.5. Tran et al. [116]

introduced the C3D architecture which extracts spatial and temporal representations.

Carreira and Zisserman [11] combined both two-stream and 3D CNNs together to create

a new architecture called I3D which outperformed both 3D CNNs and previous two-

stream networks by using the inflation of 2D kernels pretrained on ImageNet to 3D. Yet

the parameters of the spatial and temporal filters continue to increase which results in an

increase in the complexity and memory usage in 3D CNNs. Different methods, however,

were applied to reduce these problems. For instance, a 2D spatial and 1D temporal

convolution can be used instead of a 3D convolution kernel [109, 86, 137, 117].

Li et al. [65] proposed a CNN-based framework for action recognition, treating skele-

ton sequences as 3D tensors akin to image data. They also introduced a skeleton trans-

former to optimize joint ordering. Tasnim et al. [114] introduced a Deep Convolutional

Neural Network (DCNN) model designed to train feature vectors derived from joint co-

ordinates along the x, y, and z axes. Each frame’s joints, indexed by j, are represented

as fi(xij, yij, zij), where i denotes the frame number. It must be kept in mind, however,

that only short temporal information can be encoded as every 3D convolution generally

covers small temporal windows instead of the entire video. The 3D CNN approach while

very effective, suffers from the same limitation as two-stream networks where they fail to

capture long-term temporal relations.

Kim and Reiter [52] adopted Temporal Convolutional Networks (TCN) for human

action recognition, presenting the Res-TCN model, which explicitly learns the spatio-

temporal representation of skeleton data. The model accepts temporally concatenated

frame-wise skeleton features spanning the entire sequence as input. Skip connections and

1D convolution filters are employed to glean spatial and temporal dependencies from the

input data. Duan et al. [24] devised a PoseConv3D model utilizing 3D-CNNs to capture
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the spatio-temporal dynamics of skeleton sequences. This model operates on 3D heatmap

volumes as input, where pseudo heatmaps for joints and limbs are generated, serving as

effective inputs for 3D-CNNs.

While CNN-based methods emphasize spatial and temporal joint relationships, they

often rely on domain knowledge for joint ordering, highlighting the need for method-

ologies that can implicitly learn these relationships. Additionally, only short temporal

information can be encoded as every 3D convolution generally covers small temporal

windows instead of the entire video. The CNN based approach while very effective, fail

to capture long-term temporal relations.

2.2.3 CNN Plus RNN

RNNs are a good alternative for CNNs when dealing with sequential data as they have

hidden states which take information from previous states as well. However, vanilla

RNN suffers from the vanishing gradient problem which makes it unsuitable for longer

sequences. Hence, most RNN-based solutions use a gated model such as Long-Short Term

Memory (LSTM) which do not suffer from vanishing gradients and effectively capture

long term temporal relationships between data. Most LSTM-based approaches for action

recognition use a cascade of CNN and LSTM. The CNN effectively captures spatial

features while the LSTM captures the temporal dependancy between frames. Donahue

et al. [20] suggested the Long-Term Recurrent Convolutional Network (LRCN). They

essentially proposed to stack CNNs and LSTMs wherein the LSTM combines the frame-

level characteristics extracted by 2D CNNs to capture spatial and temporal relationship

as shown in Figure 2.6. An LRCN with a soft-attention model was proposed by Sharma

et al. [96] in order to assign higher weights to important frames for better spatiotemporal

learning.

Despite the LSTM’s ability to capture temporal dependence, it is not capable to un-

derstand the intuitive high-level spatial and temporal relationship. Even though Jain
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Figure 2.6: A simplified high-level structure of a CNN + RNN network. Figure adapted
from [111].

et al. combined the spatiotemporal graphs and an RNN in [44] to obtain the spatio-

temporal-structural information, it fails to model the motion-dynamics between the spa-

tial correlation and frames simultaneously by directly applying LSTM to video-based

action recognition. Shi et al. [101] introduced the Convolutional-LSTM (ConvLSTM)

which replaces 1D vector multiplications with 2D vectors and convolutional kernels, ap-

plying spatial encoding in LSTM cells. This allows an LSTM to encode both spatial and

temporal features more effectively. Zhu et al. [154] implemented a cascaded 3D CNN

with ConvLSTM using both RGB and depth modalities as input and fusing the results

together to make predictions. This results in better spatiotemporal encodings as 3D CNN

encodes short-term encodings and the LSTM encodes the long-term relationships.

Certain methods such as [73, 67] use a CNN+ConvLSTM encoder to learn a rep-

resentation of action data before doing classification. These methods do a good job

at learning short-term and long-term temporal relations, they also learn features that

are invariant to views effectively as representations of similar action features are pushed

closer together in the latent space feature vector. However, despite their strengths, these

methods fail to capture global temporal relationships in longer action sequences and even

for spatial relationships they sometimes fail to capture the nuances of a human body, not

capitalizing on the constraints naturally present in the human body. They also are not

robust against changes in views.
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Figure 2.7: Dynamic images summarizing the actions and motions that happen in images
in standard 2d image format. Figure adapted from [6].

2.2.4 Dynamic Images

The dynamic image-based (DI) approach attempts to encode spatiotemporal information

by turning a video into one or multiple dynamic images. It then applies a CNN to

do action classification. The approach proposed by [6] involves using rank pooling to

transform a video into one or more dynamic images, as illustrated in Figure2.7, and then

fine-tuning models pre-trained on ImageNet [91] using these images.

DI-based methods suffer from a similar limitation as two-stream networks and 3D

CNN-based approaches where they only encode short-term temporal relationships. A

rank pooling scheme that uses hierarchy to encode a video at multiple levels was in-

troduced in [32] with the objective to enhance the ability of DIs to encode long-term

temporal dependency. Through this approach, a video is divided into various overlap-

ping video segments. Using rank pooling, each segment is encoded to produce a sequence

of DIs. Rank pooling is applied again to multiple sub-sequences of the DI sequence. This

practice aims to model high-order dynamics.
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2.2.5 Graph-based approaches

Graphs are a common way to represent network structures across diverse fields like social

networks, biology, knowledge systems, and information networks and have been used

extensively in many models and algoriths [2, 12, 38, 135]. Graph learning methods

typically extract key features from graphs using machine learning techniques. There are

four main approaches: graph signal processing, matrix factorization, random walk, and

deep learning.

Graph Signal Processing (GSP) extends traditional signal processing to graph struc-

tures, where data resides on nodes and edges define relationships [102]. GSP utilizes a

graph shift operator (GSO), commonly represented by either the adjacency matrix A or

the graph Laplacian L = D−A, where D is the degree matrix. The Laplacian matrix is

particularly useful for capturing graph smoothness, a key property in GSP [81]. In GSP,

signals on a graph are processed by transforming them into the graph spectral domain

through the graph Fourier transform. This transform decomposes a signal x using the

eigenvectors U of L, as x̂ = UTx, which allows for filtering in the spectral domain [92].

Filters are often applied via polynomial approximations of the GSO, enabling efficient

filtering without explicit eigen decomposition H(L) =
∑K

k=0 hkL
k. This formulation

underpins graph convolutional networks (GCNs), widely used in machine learning to

leverage node relationships effectively [54]. GSP is powerful for analyzing data in com-

plex, non-Euclidean domains, such as social and sensor networks, by enabling pattern

extraction through graph-based filtering and spectral analysis.

Matrix factorization decomposes a matrix into lower-dimensional components, retain-

ing key graph information like node relationships. In graph learning, it represents graph

characteristics (e.g., vertex similarity) to produce vertex embeddings [155]. This method

is effective for low-dimensional manifolds, preserving structural information while reduc-

ing dimensions. Graph Laplacian factorization preserves vertex similarity and supports

transductive (training-only vertices) and inductive (new vertices) embeddings. Tech-
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niques like Locality Preserving Projection (LPP) and its anchor-based variant AgLPP

enhance this by capturing both local and global graph structures [41, 47]. Vertex prox-

imity in a lower dimension, minimizing embedding error through methods like Singular

Value Decomposition (SVD) and regularized Gaussian factorization [36, 3]. It’s particu-

larly suited for homogeneous graph data. Matrix factorization methods, though memory-

intensive and limited in supervised tasks, are valuable for dimensionality reduction and

structure preservation in graph learning.

Random walk-based methods are used for Network Representation Learning (NRL)

by generating sequences of nodes while preserving relationships between them. These

methods help in dimensionality reduction, particularly for networks with structural data.

Graph-structured data encode important information in both graph structure and ver-

tex attributes. Methods like DeepWalk [85] and Node2Vec [39] use random walks to

generate sequences of nodes, treating vertices as words and using Word2Vec [78] for em-

bedding. Node2Vec introduces a random walk strategy that balances breadth-first and

depth-first sampling. The LINE [112] method, which maintains first- and second-order

approximations, is another approach focused on large-scale networks. Incorporating ver-

tex attributes (such as content or labels) enhances network representation. Models like

TADW [140] and MMDW [119] use vertex information to improve embedding. Struc2Vec [33]

focuses on structural similarity, while models like Planetoid [143] combine both net-

work structure and vertex attributes. Heterogeneous networks consist of multiple vertex

types and relationships. Methods like HIN2Vec [34] and Metapath2Vec [21] utilize meta

paths or random walks to embed heterogeneous networks. These methods handle various

relationships among vertices, improving embedding in social and knowledge networks.

Time-varying networks evolve over time with new vertices and relationships. Models

like CTDNE [79] and HTNE [157] incorporate temporal dynamics into embedding, capturing

time-dependent changes in networks. GraphSAGE [40] generates embeddings for unseen

vertices in dynamic networks by locally aggregating features from neighboring vertices.
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Unlike methods that train embeddings for all vertices, it samples neighbors and updates

vertex embeddings using various aggregators. However, it mainly focuses on local neigh-

borhood information and does not directly capture higher-order proximity or community

structure in graphs.

Graph-based CNNs or GCNs have seen great success in many tasks due to the ex-

pressive power of graphical representations. Human skeleton is naturally in the form of

an acyclic graph as shown in Figure 1.1. Analyzing 3D skeletons with learning mod-

els have shown state-of-the-art performance in action recognition. CNNs and RNNs

treat spatial features independently as vectors without taking into account how joints

are connected together and form articulated movements. GCNs can make use of this

information and learn features which are view-invariant and also capture both spatial

and temporal dependencies. Hence, GCN-based action recognition has seen a lot of

work [139, 103, 113, 150, 16, 13, 71, 64, 84, 42].

Graph Attention Networks (GATs) [122] incorporate attention mechanisms into graph

neural networks to dynamically weight neighboring vertices. Gated Attention Networks

(GAAN) [147] extend this with multi-head self-attention for vertex state updates. The

Graph Attention Model (GAM) [63] is used for graph classification, adaptively selecting

important vertices via an LSTM network. Attention Walks (AWs) [1] combine GNNs

with random walks, using differentiable attention weights for co-occurrence matrix fac-

torization.

Peng et al. [84] proposed an approach called ST-GCN (see Figure 2.8), that models

graph sequences on the Riemann manifold using Poincare geometry features computed

from spatial-temporal graph convolutional networks (GCNs). By training a Poincare

model on multidimensional structural embeddings for each graph, they aimed to enhance

feature learning by mixing dimensions for a more distinct representation. Yan et al. [139]

developed Spatial-Temporal GCNs (ST-GCNs), that learn spatial and temporal data

from skeleton data. Shi et al. [98] developed a two stream approach called two-stream
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Figure 2.8: The joint dependency structure can naturally be represented via a graph
structure, making them especially suitable for pose and action tasks. Figure adapted
from [111].

Adaptive GCN (2s-AGCN) that learns the topology of the skeleton graph automatically

by combining first order data (join coordinates) and second order data (length and direc-

tion of bones) in a two-stream fashion. In order to improve the discriminative power of

GCNs attention models were also applied [104, 132]. Si et al. [104] combined GCNs with

LSTMs which improves understanding the co-occurrence relationship between spatial

and temporal domain.

Liu et al. [71] introduced G3D, a unified spatial-temporal graph convolution method

aimed at effective feature learning. Employing a multi-scale aggregation scheme, G3D

removes redundant dependencies between node features across different neighborhoods.

Additionally, it incorporates graph edges in the "3D" spatio-temporal domain as skip con-

nections to facilitate unobstructed information flow. Yang et al. [141] proposed PGCN-

TCA to address several challenges encountered in previous GCN-based networks. This

model integrates distant joint information, dynamic computation of adjacency matrices,

and varying importance of frames and channels for action recognition, thus enhancing the

overall performance. Chen et al. [13] introduced CTR-GC, a method that dynamically

learns various topologies and efficiently aggregates joint features across multiple channels.

This approach simultaneously learns shared topologies and channel-specific correlations,

contributing to improved feature extraction and representation.

Lee et al. [64] introduced HD-GCN, featuring a hierarchically decomposed graph
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(HD-Graph) and an attention-guided hierarchy aggregation (A-HA) module. HD-GCN

aims to identify distant edges within hierarchy subsets and emphasize key hierarchy edge

sets through attention-guided pooling and hierarchical edge convolution. Duan et al.

[25] proposed DG-STGCN, leveraging learnable coefficient matrices for spatial model-

ing and dynamically diversified groups of graph convolutions and temporal convolutions

for dynamic spatial-temporal modeling of skeleton motion. Hu et al. [42] introduced

STGAT, designed to capture short-term dependencies using spatio-temporal modeling.

STGAT reduces redundancy in local spatio-temporal features through the construction

of local spatio-temporal graphs and dynamic relationship modeling. Chi et al. [16] pro-

posed InfoGCN, with a learning framework combining an information bottleneck-based

learning objective along with a classification loss. InfoGCN employs attention-based

graph convolution to capture context-dependent topology and incorporates multi-modal

representation for discriminative action classification. Wang et al. [128] introduced TCA-

GCN, which dynamically learns spatial and temporal topologies and efficiently aggregates

topological features across different temporal and channel dimensions for human activity

recognition. TCA-GCN employs a temporal attention module and a channel aggregation

module for feature learning.

GCNs are widely adopted in skeleton-based action recognition due to their powerful

ability to model data topology, and these have produced the state-of-the-art results for

human action recognition. Our approach most closely resembles [16, 13, 71] where we

have a shared topology and an attention based spatial GCN model with a multiscale

TCN module to capture temporal features. This multilayered GCN acts as the backbone

for our architecture which helps in learning a dynamic topology for the skeleton data.

The output of this GCN instead of average pooled with a classification head is instead

split into key, quey and value and fed into a transformer model which then has an MLP

layer for classification.
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Figure 2.9: Illustrating the comparison between Vision Transformer and Skeleton Trans-
former in implementation. Figure adapted from [138].

2.2.6 Transformers

Action recognition employing transformers encompasses various approaches. The surge

in popularity of transformers in Computer Vision can be largely attributed to the pivotal

paper Vision Transformer (VIT) [23]. This seminal work adeptly adapts the encoder

module from natural language processing for image encoding, marking a significant mile-

stone in the field. Ranasinghe et al. [89] introduced the self-supervised video transformer,

which aligns features across diverse perspectives. Approaches using skeletons for action

recognition were adopted using similar approaches to VIT as shown in Figure 2.9. By

leveraging 2D skeletal representations of short time sequences, Mazzia et al. [75] introduce

Action Transformer (Ac-Former), a fully self-attention architecture for action recognition.

Ac-Former employs an encoder derived from the standard transformer architecture, com-

prising alternating multi-head self-attention and feedforward blocks.

Akbari et al. [4] introduced the Video-Audio-Text-Transformer (VATT), an end-to-

end model that learns multi-modal representations from unannotated raw video, audio,

and text data by applying multimodal contrastive losses. Furthermore, the Motion-



Chapter 2. Related Works 29

Transformer [15] achieves temporal dependency comprehension via self-supervised pre-

training focused on human actions. The Masked Feature Prediction (MaskedFeat) model

[131], pre-trained on unannotated videos using MViT-L, excels in learning diverse visual

representations. Similarly, the videomasked autoencoder (VideoMAE) [115], employing

vanilla ViT, employs masking strategies for feature learning.

Sun et al. [110] propose MSST-RT, which enhances spatio-temporal modeling by

using Spatio-temporal Relative Transformer (ST-RT) that utilizes a lightweight trans-

former with a relative mechanism, establishing relationships between distant joints in

the spatial dimension and frames in the temporal dimension. Additionally, Multi-stream

Spatial-Temporal Relative Transformer (MSST-RT) integrates multiple ST-RT pathways

to extract spatio-temporal features from four skeleton sequences, enhancing behavior

recognition performance. Lie et al. [126] introduced 3MFormer, which leverages three

Hierarchical Token (HoT) branches [51], modeling hyper edges of varying orders (from 1

to r) through the creation of several multi-mode token adaptations within the 3Mformer

framework. [82, 133] introduced the concept of partitioning in a transformer by embedding

joint sets from the same partition into a unified token prior to the attention modules,

relying solely on partition strategies for tokenization without incorporating partition-

specific attention mechanisms. Although they include skeletal-temporal attention at the

joint-group level, these models face limitations in recognizing localized actions due to the

tokenization process, which results in the loss of physically similar skeletal information.

In contrast, [19] introduces partition-specific skeletal-temporal attention modules, al-

lowing it to effectively capture skeletal-temporal relationships at the joint-element level

without the need for tokenization.

Our approach combines the feature output from a GCN backbone, which is then

linearly projected into a transformer model. The Transformer is a partitioning style multi-

head self attention (MHSA) transformer closely resembling [75, 23, 19]. GCN output

feature is linearly projected with positional embeddings and fed into the transformer.
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Figure 2.10: Illustrating the comparison between Transformer-style GCN and Skeleton
Transformer in implementation. Figure adapted from [138].

This allows our transformer model to capture long-range temporal correlations over the

learned spatial features of the 3D skeleton data, thereby enhancing its ability to learn

from skeleton-based data.

2.2.7 Hybrid

Various deep learning techniques such as CNNs, RNNs, GCNs, Attention, and Transform-

ers are invaluable in computer vision tasks. However, each approach possesses distinct

strengths and weaknesses. To capitalize on their strengths and mitigate weaknesses, re-

searchers have explored hybrid-DNN approaches, blending different architectures. These

hybrid models have demonstrated remarkable performance in skeleton-based action recog-

nition. As shown in Figure 2.10, more and more GCNs have started to adopt a Trans-

former style self-attention block and Transformers have been adapted to use graphical

data such as skeletons as inputs.

Si et al. [105] proposed AGC-LSTM (Attention Enhanced Graph Convolutional LSTM

Network), which combines discriminative features in spatial and temporal domains while

exploring their co-occurrence relationship. AGC-LSTM utilizes an attention mechanism

to learn high-level semantic representations efficiently. Shi et al. [100] introduced DSTA-

Net (Decoupled Spatial-Temporal Attention Networks), employing pure attention mod-

ules without manual design of traversal rules or graph topologies. DSTA-Net utilizes
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Figure 2.11: Types of GNN-as-Auxiliary-Modules with Transformer architecture.

spatial-temporal attention decoupling and position encoding to construct attention net-

works. Xiang et al. [136] utilized a large-scale language model to provide text descriptions

for body parts’ movements in actions. They proposed a multi-modal training scheme,

dividing the skeleton into parts and encoding each part with descriptive text for action

representation learning. Trivedi and Sarvadevabhatla [118] proposed PSUMNet (Part

Stream Unified Modality Network), employing a combined modality part-based stream-

ing approach. PSUMNet reduces parameter count while achieving superior performance

across skeleton action recognition datasets. Zhou et al. [153] developed Hyperformer, a

hybrid model incorporating bone connectivity into the Transformer via a graph distance

embedding. Hyperformer introduces Hypergraph Self-Attention (HyperSA) to integrate

higher-order relations into the model, narrowing the performance gap between Trans-

formers and GCNs. Gao et al. [35] proposed FG-STForm, an end-to-end Focal and

Global Spatial-Temporal Transformer network. FG-STForm effectively captures rela-

tions among local joints and global contextual information in both spatial and temporal

dimensions, leveraging selective focal joints and dilated temporal convolutions. Meng

et al. [76] introduced TAG, an optimized ST-GCN framework integrated with Trans-

former structure. TAG incorporates adaptive graph convolutional layers and attention

mechanisms to enhance feature extraction and generalization capabilities.

Integrating GNNs with Transformers enhances both global and local relation model-

ing. Fig 2.11 shows four architectures that are commonly used: (i) GNN block before
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Transformer block also called preprocessing, (ii) interleaving GNN and Transformer lay-

ers, (iii) postprocessing with GNN after the Transformer block and (iii) parallel GNN

and Transformer blocks. For instance, GraphTrans [134] applies a Transformer atop a

GNN layer to improve graph classification. Rong et al. [90] uses GTransformer modules

with a dyMPN for molecular data, enhancing node and edge representations. GraphiT

[77] employs a Graph Convolutional Kernel Network (GCKN) to encode sub-structures

with kernel embeddings, enriching structural information. Mesh Graphormer [68], using

the second architecture, combines graph residual blocks with multi-head self-attention

to model local and global interactions in 3D mesh data. Graph-BERT [148] applies the

parallel architecture, incorporating a graph residual term in each attention layer.

Improved positional embeddings (PE) from graphs enable Transformers to encode

structural information without major architectural changes. Approaches include Lapla-

cian eigenvectors for structural data [27] and SVD on the adjacency matrix [43], where

top singular values are used as embeddings with random sign-flipping for augmenta-

tion. Heuristic PEs such as degree centrality in Graphormer [145] capture node impor-

tance. Graph-BERT [148] adds Weisfeiler-Lehman codes and hop-based embeddings,

while AMR graph tasks use tree-structured distance embeddings [10]. Other methods,

like those in [56], learn PEs directly from the Laplacian spectrum.

To further integrate graph structure, new approaches modify attention matrices based

on graph-specific data [134]. One technique restricts nodes to attend only to neighbors,

enhancing neighborhood representation in competitive models. GraphiT [77] extends ad-

jacency matrices to kernel matrices, encoding various graph features and balancing highly

connected nodes with degree matrices. Graphormer [145] introduces spatial biases with

shortest path distances and edge-based biases, refining attention mechanisms for graph

data. Gophormer [151] incorporates multi-hop proximity data, capturing richer structure.

PLAN [50] tailors attention for tree-structured data, encoding parent-child relationships,

which enhances propagation modeling in social media contexts. These techniques thus
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customize attention matrices with graph-aware biases, enhancing performance on struc-

turally complex tasks.

Our architecture falls into this category as we have a GCN-backbone with a Trans-

former encoder head followed by a classification layer. Unlike other models in this cat-

egory, our approach is much simpler, as we use standard architectures with minimum

modifications and computationally less expensive, by partitioning strategies using do-

main knowledge to breakdown the feature space into smaller problems reducing the over-

all calculations needed in training, while producing state of the art results.



Chapter 3

Background

This chapter aims to provide a brief overview of the concepts and algorithms used in

this research which is required to understand future sections. We start by giving a brief

overview of the problem and then discuss the various algorithms and techniques used in

this research. We also discuss the dataset used in this paper. The problem that we are

addressing in this research is human action recognition using 3D skeleton data, which

involves the automatic identification of human actions from video or image sequence

data. More specifically, we focus on cross-view multi-subject human action recognition

that requires recognizing actions from multiple viewpoints or camera angles involving

one or more subjects performing an action.

3.1 Human Action Recognition

Human Action Recognition is the process of classifying an action being performed by a

subject or multiple subjects in a given image sequence or video. Recognition of human

actions using 3D skeleton modality has garnered increased attention over the past few

years with the development of efficient 3D pose estimation models which produce accurate

3D skeletons of humans using just video sequences. Understanding human action using

just one modality in general is often insufficient as it generally fails to capture some or

34
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all of the following: 3D range of motion, discriminate between diverse human body types

and clothing, object interactions, different lighting conditions, varying camera angles,

occlusions, illumination changes, etc.

3.2 Cross-view Human Action Recognition

Human Action Recognition becomes even more challenging when we consider different

camera viewing angles. CNNs do a great job at learning spatial features in a given frame

but these learned feature representations are not invariant to changes in the camera

perspective for an action. This is especially important because in the wild, a video can

be recorded from any angle and the trained model should be able to recognize different

action classes. Skeleton based approaches capture exact motion in 2D or 3D space which

is often key in determining the action being performed.

3.3 Deep learning based approaches

Deep learning-based approaches [2, 49, 55, 111, 138] have consistently demonstrated

state-of-the-art performance in the field of action recognition, owing to their ability to au-

tomatically extract high-level features from complex data. In the context of 3D skeleton-

based action recognition, recent advancements can be classified into four categories, each

distinguished by its foundational modeling technique. These categories include (1) Con-

volutional Neural Networks (CNNs), (2) Two-Stream Networks, (3) Transformer-based

architectures, and (4) Graph Convolutional Networks (GCNs). Each of these approaches

presents distinct advantages and limitations: CNNs excel at capturing spatial hierarchies,

Two-Stream networks leverage complementary modalities for enhanced performance,

Transformers are adept at modeling long-range dependencies through self-attention mech-

anisms, and GCNs are particularly effective at learning structural relationships between

nodes in graph-like data such as skeletal joints.



Chapter 3. Background 36

CNNs are robust and versatile in capturing different types of features. 3D CNNs use

a 3D array of image sequences including the image height and width and the consecutive

temporal frames. Convolution on the time axis means we are embedding the temporal

variations in the frames in our representations. We also have Temporal Convolution

Networks (TCNs) which perform convolutions on the time domain with dilations to

increase the receptive field and capture longer range dependencies in the data.

Two Stream approaches use a mechanism, which has been inspired by the human

vision system. One stream focuses on capturing temporal or motion features and the

other captures spatial or structural features. The spatial stream captures the structural

representation at each time instance while the temporal stream tries to capture temporal

variations in the joints. These are fused together to make the final prediction using

various types of architectures and techniques.

Transformers have taken the center stage in most deep learning based approaches in

various fields and computer vision is no different. Transformer based models perform on

par with GCN model approaches and consistently show results comparable to state-of-

the-art results. The most widely used baseline transformer model is the multi-headed

self-attention transformer, with or without masking for causality. This transformer is

versatile, robust and generalizes well on any input data distribution with a self-attention

scheme which can capture global relationships in data points making it a viable model for

most machine learning tasks. For optimal performance, these transformer models need a

large amount of training data.

Graph Convolutional Network (GCN) based approaches are among the most popular

in action recognition. GCNs perform convolutions on skeleton data over time to learn

the movements performed by subjects for various actions. Using adjacency matrices to

capture skeleton topology, these are well-suited to capture the graph-like nature of a

human skeleton. These usually consist of a spatial block and a temporal block, which

together capture both the spatial layout of the skeleton and the timing of the action being
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performed. The key thing that GCNs struggle with is long term temporal modeling and

are generally more sensitive to noise in the data than other models.

3.4 Algorithms

Several steps and algorithms involved in our approach require some prior understanding.

These include Convolutional Neural Networks (CNNs), self-attention mechanisms, trans-

formers, Graph Convolutional Networks (GCNs), and Temporal Convolutional Networks

(TCNs).

3.4.1 Convolutional neural networks

Convolutional neural networks (CNNs) are a class of deep neural networks which are

used to analyze visual features. Taking an image or a sequence of images as input a CNN

can learn the spatial and temporal dependencies between features in images by applying

relevant filters. The model’s weights learn to identify features, starting from simple lines

and edges at the initial layers and progressing to more complex abstractions as we move

deeper into the network. A typical CNN consists of a few different types of layers such

as convolution, fully connected, non-linear activation and pooling layers.

Each layer, except for the pooling layers, takes a 3D tensor as input, applies a func-

tion, and outputs a differentiable 3D tensor, allowing the weights to be learned through

backpropagation. Each layer may or may not have parameters or additional hyperparam-

eters. Larger CNNs also include skip connections to ensure the propagation of gradients

throughout the network

3.4.2 Self-Attention

Self-attention is a core part of the transformer architecture. It is also known as scaled

dot-product attention. When processing a particular element in the sequence, attention
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Figure 3.1: Architecture of LeNet-5, a CNN, here used for digits recognition. Each plane
is a feature map, i.e., a set of units whose weights are constrained to be identical. Figure
adapted from [62].

is used to weigh the importance of different parts of an input sequence. This mechanism

allows the transformer to capture relationships and dependencies between tokens or data

points in the input sequence, making it a powerful model which can attend to different

parts of the data based on a global context.

In self-attention, a query, key, and value are associated with each element (token)

in the input sequence. The idea is to compute a weighted sum of the values, where

the weights are determined by the similarity between the query and the keys. This

similarity score is obtained through a dot-product operation, followed by scaling and

a softmax function. The output is the weighted sum of values, which represents the

contextual information for the input token at hand. Given a sequence of input tokens

X = (x1,x2, . . . ,xn) where X ∈ Rn×dk , which is of the form

X =



. . . x1 . . .

. . . x2 . . .

...

. . . xn . . .


.

We calculate attention scores by spiting X into Q, K and V and applying the attention

function:
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Figure 3.2: (Left) A self-attention block used in Transformers and modern GCNs. Given
an input tensor such as a sequence of image features, the self-attention mechanism com-
putes the key, query, and value vectors for each feature. It then calculates the attention
scores, which are used to reweigh the value vectors. This process involves a single atten-
tion head. Finally, an output projection (W) is applied to produce output features with
the same dimensions as the input features. (Right) Multiple self-attention blocks are
stacked together in parallel to form a multi-head self-attention module which can attend
to different aspects of the input features. Figure adapted from [121].

Attention(Q,K,V) = softmax(
QKT

√
dk

)V, (3.1)

here Q = XWQ,WQ ∈ Rdk×n, K = XWK,WK ∈ Rdk×n and V = XWV,WV ∈ Rdv×n,

represent the query, key and value matrices. dk is the dimension of the query and key

vectors and dv is the dimension of the value vectors. The division by
√
dk is used for

scaling to prevent very small or very large values in the dot product, which can cause

issues during training. After calculating attention scores, we apply the softmax function

to obtain normalized weights. The final step involves computing the weighted sum of the

value vectors by multiplying the softmax result with the value vectors. Finally the result

is of the following dimension Attention(Q,K,V) ∈ Rn×n.
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Figure 3.3: Architecture of the original Transformer model with an encoder and decoder
style approach. Figure adapted from [121].
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Figure 3.4: Architecture of the Transformer Encoder model which is used in Vision based
problems. Figure adapted from [22].

3.4.3 Transformers

Transformers include, a positional embedding module, an attention block, addition and

normalization blocks and finally output tokens. For the purpose of this research we are

going to focus on the multi-head self-attention transformer model. In a multi-head self-

attention mechanism, we apply self-attention multiple times in parallel, each time with

different learned projection matrices for queries, keys, and values. The outputs of these

parallel self-attention heads are then concatenated and linearly transformed to produce

the final output. This can be represented as:

MHSA(Q,K,V) = Concat(H1,H2, . . . ,Hh)W
o, (3.2)

where Hi = Attention(QWQ
i ,KWK

i ,VWV
i ), for each head Hi we have learned weight

matrices WQ
i ∈ Rdk×n, WK

i ∈ Rdk×n, WV
i ∈ Rdv×n and Wo ∈ Rhn×n is a learned weight

matrix used to linearly combine the output of different attention heads. The outputs of

all heads are concatenated along a specified dimension (typically the last dimension) to
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Figure 3.5: Depiction of two-dimensional (Euclidean) convolution in contrast to Graph
convolution [26]. (a) The convolution operation within the Euclidean domain. (b) The
convolution operation on a graph. Figure adapted from [2].

form a single tensor. In practice, we keep dk = dv = n.

This multi-head self-attention mechanism allows the model to focus on different parts

of the input sequence in parallel, enabling it to capture various types of dependencies and

relationships. This is a fundamental component of the transformer architecture, which

has been highly successful in various natural language processing and computer vision

tasks.

3.4.4 Graph Convolutional Networks

Graph Convolutional Networks (GCNs) are a class of neural network architectures specif-

ically designed to perform learning tasks on data represented as graphs, leveraging the

inherent structure and relationships within the graph. They have gained significant pop-

ularity in various applications, especially in the analysis of data with inherent graph

structures such as social networks, recommendation systems, and even human action

recognition using 3D skeleton data.

Human action recognition using 3D skeleton data involves understanding and clas-

sifying human movements. In this context, each frame of a video or motion capture
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Figure 3.6: TCN: Visualization of a stack of dilated causal convolutional layers. Figure
adapted from [120].

data can be represented as a graph, where the joints of the human body are nodes, and

the edges represent the spatial relationships between these joints. GCNs can be used to

effectively model these relationships and recognize complex human actions.

To represent the topology of 3D skeleton data, we use a graph G(N,E), where the

joints constitute a set of N nodes and the bones are represented as edges E. GCNs typi-

cally use an adjacency matrix (often denoted as A ∈ Rn×n) that encodes the relationships

between nodes (joints). The adjacency matrix describes which joints are connected to

each other and how strong these connections are. In the case of human action recognition,

this matrix describes the joints, which are edges between pairs of nodes. The adjacency

matrix can be computed from the 3D skeleton data. Each entry in the adjacency matrix

represents the presence or absence of an edge between two joints. For example, if joint

i is connected to joint j, A[i][j] is set to 1; otherwise, it is 0. The strength of the con-

nection can be modeled by setting A[i][j] to a value other than 1 or 0, depending on the

application.

The core of Graph Convolutional Networks (GCNs) lies in the graph convolution

operation, which processes information at each node in the graph by aggregating infor-

mation from its neighbors. Lets consider an input X = (x1,x2, . . . ,xn) where X ∈ Rn×d.

We consider a multi-layer GCN that follows this layer-wise propagation rule:

H(l+1) = σ(D̃−1/2ÃD̃−1/2H(l)W(l)). (3.3)
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Figure 3.7: Architectural Elements in Multi-Scale TCN: (Left) Schematic of causal con-
volution: Ensures that the convolution operation respects the temporal order of data.
(Middle) Dilated convolution: Introduces gaps between the kernel elements to exponen-
tially increase the receptive field, enabling the model to capture long-range dependencies
more effectively. (Right) Residual connection: Facilitates the training of deeper networks
by allowing the input to bypass one or more layers, mitigating the vanishing gradient
problem improving convergence rates and model performance. Figure adapted from [144].

In this equation, H(l+1) represents the updated feature matrix at layer l, since H(0) = X ∈

Rn×d. The function σ(·) denotes a non-linear activation, such as ReLU(·) = max(0, ·).

Ã = A+ In represents the adjacency matrix of the undirected graph G, with added self-

loops. In is the identity matrix, D̃ii =
∑

j Ãij, H(l) ∈ Rn×d is the matrix of activations

at the l-th layer and W(l) ∈ Rd×n is a trainable weight matrix specific to each layer.

In the context of human action recognition using 3D skeleton data, GCNs can be used

to model the spatiotemporal relationships between joints over time, allowing the network

to learn and recognize complex human actions based on the topological structure of the

skeleton data. By aggregating information from neighboring joints in a graph-like fashion,

GCNs have demonstrated their efficacy in capturing meaningful patterns in such data,

enabling accurate action recognition.

3.4.5 Temporal Convolutional Networks

Temporal Convolutional Networks (TCNs) have emerged as a robust alternative to Re-

current Neural Networks (RNNs) for sequence modeling tasks. TCNs leverage the convo-

lutional architecture, which is traditionally used in computer vision, to process sequential

data, offering advantages in terms of parallelism, stable gradients, and flexible receptive
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fields. Key Features of Temporal Convolutional Networks include causal convolutions,

dilated convolution and residual connections. Unlike standard convolutions, TCNs use

causal convolutions to ensure that there is no information leakage from future to past.

This is crucial for time-series forecasting and other sequential tasks where the order of

data points is significant. TCNs also employ dilated convolutions to increase the re-

ceptive field without losing resolution or increasing the computational cost significantly.

This enables the model to capture long-range dependencies more effectively. Inspired

by ResNet architectures, TCNs often include residual connections that help in training

deeper networks by mitigating the vanishing gradient problem.

3.5 Summary

This chapter provided an overview of human action recognition, with a particular focus

on cross-view action recognition. It discusses the significance of accurately identifying

and classifying actions across different perspectives, highlighting the challenges posed by

varying viewpoints.

The chapter also explores deep learning-based approaches that have transformed ac-

tion recognition, allowing for improved model performance. Key algorithms are discussed,

including Convolutional Neural Networks (CNNs), which are essential for feature extrac-

tion; self-attention mechanisms, which enhance understanding of data relationships; and

transformers, known for their effectiveness in processing global sequential data.

Additionally, the chapter covers Graph Convolutional Networks (GCNs), which an-

alyze structured data to capture relationships in human skeleton movements, and Tem-

poral Convolutional Networks (TCNs), designed for modeling time-dependent patterns.

Overall, this chapter sets the stage for understanding the algorithms and methodologies

used in our work.
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Methodology

This work aims to leverage the strength of GCNs which learn graphical data such as

the human skeleton efficiently, connected to a transformer, which learns global temporal

patterns in the input. We apply our architecture to the complex problem of multi-person,

multi-view human action classification using skeleton data. This chapter covers our model

architecture, breaking down each component in detail.

4.1 Architecture

We introduce an architecture that can model multi-person, multi-view spatiotemporal

interactions. Our model, shown in Figure 4.1 consists of a GCN backbone which takes in a

linear projection of the input data and outputs an intermediary learned feature. The GCN

backbone comprises of a self-attention GCN module and a multi-scale TCN module which

learn infered topology of the input skeletons learning the relationships between different

joints for differnet action classes. The output of our GCN backbone is consumed by a

partitioning multi-head self-attention transformer model, which partitions the features

into four smaller dimensional features, applying a partitioning strategy forcing the model

to attend to different aspects of the action. These four categories are neighbouring joints

over short intervals, neighbouring joints over large intervals, distant joints over short

46
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intervals and distant joints over large interval. We will discuss the breakup in more

detail in a later subsection. Finally, the transformer output is passed to a pooling layer

and a fully-connected classification layer which gives us the action class.

The human skeleton is conceptualized as a graph G(V,E), where the joints constitute

a set of N vertices V and the bones are represented as edges E as shown in Figure 1.1.

These edges can be denoted through an adjacency matrix A ∈ RN×N , where n is the

total number of nodes and Ai,j = 1 means there is a physical connection (bone) between

joints i and j, otherwise we use Ai,j = 0 to denote no connection between the joints.

Our datasets are of the form Xdataset ∈ RM×T×N×C , where M = number of skeletons,

T = number of frames, N = number of joints, and C = number of channels, which in this

case represents joint location in 3 dimension (x, y, z). For an action sequence, we consider

all individual actors in a scene separately in dimension M so that our architecture can

learn from all present humans performing an action, but for simplicity we will present

our equations with Xinput ∈ RT×N×C in the next sections.

4.1.1 Embedding Layer

The embedding block initially applies a linear transformation to the joint features, con-

verting them into vectors of D(0) dimensions using learnable parameters, where D(0) is

the base channels that we set based on experimental results. Additionally, positional em-

beddings (PE) are incorporated to convey positional information about the joints. Here,

we utilize learnable PE, which remains consistent across different time frames. Using

positional embeddings in this learnable format allows the model to learn it based on the

input data but it restricts the training and test data to have the same number of frames.

H
(0)
t = Linear(Xt) + PE (4.1)
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Self-Attention GCN

Multiscale TCN

Add & Norm

Dropout

Global Average Pooling

xG

GCN Backbone

Figure 4.2: An overview of our GCN architecture with the key components.

where H
(0)
t ∈ RN×D(0) at time T = t, Xt ∈ RN×C which is projected to RN×D(0) and

PE ∈ RN×D(0) . This H(0) ∈ RT×N×D(0) is then sent to the GCN backbone.

4.1.2 GCN Backbone

Our GCN backbone is based on current GCN models which have produced state of the

art results on major benchmarks. Most of these methods use the feature update rule

of [53]. Our backbone, as shown in Figure 4.2, consists of two main modules, a spatial

self-attention GCN (SA-GCN) block and a Multi-Scale Temporal Convolution Network

(MS-TCN) block. The SA-GCN module takes inspiration from a vanilla GCN module

which averages neighborhood vertex features and linearly transforms aggregate features

as discussed in section 3.4.4.

SA-GCN, seen in Figure 4.3, employs self-attention on joint features to deduce in-

trinsic topology and leverages this topology as neighborhood vertex information. Self-
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Self-Attention Graph Conv

MHA

Conv 1x1 +

SA-GCN

Figure 4.3: An overview of our SA-GCN architecture with the key components.

attention here is an attention mechanism that assesses connections between various body

joints. By examining all potential joint relations, SA-GCN derives positive and con-

strained weights, termed self-attention maps, to quantify the intensity of these rela-

tionships. Similar to our discussion about self-attention in section 3.4.2, we apply the

attention map to our input H
(l)
t ∈ RN×D(l) at time T = t at layer l as

AttentionMap
(
H

(l)
t

)
= softmax

H
(l)
t W

(l)
Q

(
HtW

(l)
K

)T
√
D(l′)

 (4.2)

where we linearly project H
(l)
t to the queries and keys of D(l′) dimension with learned

matrices WQ, WK ∈ RD(l)×D(l′) to get the self-attention map.

Furthermore, in addition to the self-attention map, SA-GCN is trained to learn a
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shared topology Ã across time and instances, akin to prior works [13, 97]. Both the

shared topology and self-attention map utilize multiple heads M to enable the model to

simultaneously attend to various representation subspaces. This learned topology using

shared adjacency matrix and self-attention, that we call intrinsic topology is calculated

using Ãm ⊙ AttentionMapm (Ht) ∈ RN×N , where ⊙ indicates the broadcast element-

wise product. For each head in 1 ≤ m ≤ M , we do an element-wise product of the

shared topology Ãm ∈ RN×N with the self-attention map AttentoinMapm (Ht) ∈ RN×N

to obtain the learned intrinsic topology. We employ D(l′) = D(l)/8 and M = 3 in this

work. Since Ãm ⊙ SAm (Ht) represents the neighborhood information for our GCN, the

overall update rule is

H
(l+1)
t = σ

(
M∑

m=1

(
Ã(l)

m ⊙ AttentionMapm

(
H

(l)
t

))
H

(l)
t W(l)

m

)
, (4.3)

where we add the results of all heads together which gives us our adjacency matrix with

new learned relationships using self-attention between all joints at layer l, which is then

used similar to a normal GCN update rule as discussed previously. We also add a 1× 1

convolution layer as a residual connection.

For modeling the temporal features of the human skeleton, we incorporate the MS-

TCN module [16, 71, 13]. The input to this module is the output from the previous

SA-GCN layer which is H(l) ∈ RT×N×D(l) . The module comprises of three convolution

branches with different kernel sizes and dilation rates. The outputs from these branches

are concatenated, and a residual connection with a 1×1 convolution is added to facilitate

training. We extend standard temporal convolution layers by integrating multi-scale

learning, enabling the model to effectively capture temporal dynamics across actions

of different lengths. This module operates on the time dimension, aggregating causal

temporal data, resulting in H(l+1) ∈ RT×N×D(l) .

The GCN-backbone thus consists of multiple layers of SA-GCN, MS-TCN, dropout,

and normalization functions. The backbone has G total layers followed by a global
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Figure 4.4: An overview of our MS-TCN architecture with the key components.

average pooling layer, which produces our GCN latent feature Xgcn ∈ RT×N×D′ .

4.1.3 Transformer

In this work, we use an architecture that captures the intricate dynamics of human

actions through 3D skeleton data input over time. The core idea of our approach is to

partition the skeletal joints and frames based on distinct types of joint-temporal relations

and perform self-attention within each partition. Our partitioning strategy takes direct

inspiration from [19] as shown in Figure 4.5. We categorize the key skeletal-temporal

relations into four distinct types:

1. Neighboring joints: These split the skeleton joints into L total elements of size



Chapter 4. Methodology 53

Add & Norm

Feed Forward

Add & Norm

Dropout

Channel-wise Concat

Linear

xL

Linear

P

Linear

SplitSplit

Linear

Split

Linear

MatMul

MatMul

Scale

Softmax

xH

Linear

SplitSplit

Linear

Split

Linear

MatMul

MatMul

Scale

Softmax

xH

Partition Partition

* *

Reverse Partition Reverse Partition

Channel-wise Split

Transformer

Figure 4.5: An overview of our Transformer architecture with the key components.
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K each, where K×L = V , the total number of joints. We extract these L elements

of connected joints of size K each and stack them to create a Matrix of size K×L.

2. Distant Joints: To create Distant joints, we transpose the neighboring joints to

create a matrix of size L×K. This moves the closer joints to interact with joints

that are not in their immediate neighborhood.

3. Neighboring frames: To create a partition where neighboring frames are closer

together we select N as the number of consecutive frames and M as the total

elements where N ×M = T .

4. Distant frames: To create a partition with distant frames together we pick every

Mth element starting from first and create N total elements, where M ×N = T .

By partitioning the skeletal data in this manner, the multi-head self attention mod-

ules attend to different aspects of the data based on the type of partition applied. For

example the first type of partition rearranges joints to keep neighboring joints together

and neighboring temporal frames together making this module focus on learning features

that depend on local relationships. Similarly a partition grouping together distant joints

and distant frames puts the constraint on the module to learn features that represent

distant joint relationships and longer temporal windows. We will discuss the partitioning

functions in more detail in the subsequent sections.

Why use partitions?

If we have infinite data, the vanilla Transformer can learn complex global relationships

automatically and generalize but in real-world datasets we have limited data so we can

use our domain knowledge to focus on key parts of the data which can aid in the learning

process. We know human actions are varied in nature. Sometimes neighboring joints

are important, for example for the action class "waving hand," the model should only

pay attention to the arm which is performing the action of waving. On the other hand,
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Figure 4.6: An overview of our strategy of partitioning the temporal and skeletal data.

another action like "clapping" requires attending to both hands which are not neighboring

joints. In the same way, time also plays an important role in determining an action, for

example the action "sitting" requires us seeing a person standing in the initial frames

and eventually in a siting pose which covers the sitting action, this represents a global

temporal attention to figure out this example. Other examples like "kicking" only requires

seeing the short motion of performing the kicking action to classify it as "kicking". In

this case the global context is not important, the important part is only the short local

duration of the action.

This nuance of human actions can be enforced on the model by partitioning the data

and grouping data points it in a way which forces this constrained on the self-attention

modules. For our model we are creating four partitions as shown in Figure 4.6, which

cover local and global relationships for both joints and time frames. Designing the model

this way, allows the model to learn each action focusing on these use cases rather than

having to figure it out on its own. This constraint on the model results in better learning

and improves the overall performance of the model on the same data as shown in the

ablative study in Chapter 5.
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Partition-Transformer Block

The partition-transformer block serves as the fundamental building block of our Trans-

former architecture. This block encompasses several key components that contribute to

its functionality. Initially, we apply Layer Normalization and a linear projection to the

input data, which helps in stabilizing the learning process [121, 5]. Subsequently, the in-

put is divided into four distinct parts. During the Input Partitioning phase, the skeletal

data corresponding to each split is partitioned based on the specific types of relationships

that the block is designed to address. For instance, neighboring joints in local frames are

grouped together, creating partitions that are informed by both neighboring joints and

localized temporal windows as shown in Figure 4.6.

For partitioning we first start with our input which is Xgcn ∈ RT×N×D′ . We start

by creating a set of nearby joints partition given by nnjp
k = [nk,1, nk,2, . . . , nk,L], where

k = 1, 2, . . . , K, with K being the total number of body parts, and L represents nodes per

body part. Since there is no overlap K × L = N , where N is the total number of nodes.

Now if we stack these partitions together we get nnjp = [nnjp
1 |nnjp

2 | . . . |nnjp
K ] ∈ RL×K .

Additionally, we can use this matrix to create a matrix of distant joint partitions by

transposing this matrix to bring together distant joints closer using (ndjp)T = ndjp =

[ndjp
1 |ndjp

2 | . . . |ndjp
L ] ∈ RK×L.

Next set of partitions deal with the time dimension. We define tlocal and tglobal to

capture local and global temporal settings. tlocalm = [(m−1)N+1, (m−1)N+2, . . . ,mN ],

where n = 1, 2, . . . , N with the total N number of tlocalm . tlocal is basically a set of

consecutive time indices of size N each. Similarly, for the last partition we have tglobaln =

[n, n+N, . . . , n+ (M − 1)N ], where m = 1, 2, . . . ,M with the total M number of tglobaln .

This defines an N -strided sparse time index to capture global motion patterns.

Bringing all these spatial and temporal partitioning strategies together we define four

partitions, (1) near joints with local motion, based on nnjp
k and tlocalm which results in

P1 : X ∈ RT×N×D/4 → RMN×LK×D/4. (2) distant joints with local motion, based on
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ndjp
l and tlocalm which results in P2 : X ∈ RT×N×D/4 → RMN×KL×D/4. (3) near joints

with global motion, based on nnjp
k and tglobaln which results in P3 : X ∈ RT×N×D/4 →

RNM×LK×D/4. (4) distant joints with global motion, based on ndjp
l and tglobaln which

results in P4 : X ∈ RT×N×D/4 → RNM×KL×D/4.

Within each partition, a self-attention mechanism is employed to effectively capture

the dependencies among the elements similar to the one discussed in section 3.4.3. This

mechanism is vital for learning the complex patterns inherent in human actions. Fol-

lowing the application of self-attention, a reverse partitioning operation is conducted to

reconstruct the outputs for each partition type.

The reverse partitioning step applies the inverse transformation on each partition

to get the original partition back. (1) near joints with local motion, based on nnjp
k

and tlocalm which results in R1 : X ∈ RMN×LK×D/4 → RT×N×D/4. (2) distant joints

with local motion, based on ndjp
l and tlocalm which results in R2 : X ∈ RMN×KL×D/4 →

RT×N×D/4. (3) near joints with global motion, based on nnjp
k and tglobaln which results in

R3 : X ∈ RNM×LK×D/4 → RT×N×D/4. (4) distant joints with global motion, based on

ndjp
l and tglobaln which results in R4 : X ∈ RNM×KL×D/4 → RT×N×D/4. Once all partitions

are reversed we apply a channel-wise concatenation step to get the tensor of input size

concat(XR1 , . . . ,XR4) ∈ RT×N×D/4 → RT×N×D.

The results of the self-attention block are then aggregated in the output aggregation

step, forming the final output of the partition-transformer block, which is subsequently

fed into the subsequent layers of the architecture. Finally, we incorporate a linear layer

accompanied by a residual connection from the input, followed by another layer normal-

ization and a feed forward layer, further enhancing the representational capacity of the

model.
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4.1.4 Classification Head

The classification head of our architecture consists of two main components: a Global

Average Pooling layer and a Linear projection layer. This setup ensures that the learned

features from the previous layers are effectively summarized and projected onto the out-

put space, corresponding to the action classes.

Firstly, the Global Average Pooling (GAP) layer is applied to the feature map output

by the preceding transformer layer. This operation reduces the dimensions by computing

the average of all features across the frames, joints, and channels, thereby producing

a fixed-size vector for each input sequence in the batch. Mathematically, this can be

expressed as

Hgap =
1

T ×N

T∑
t=1

N∑
j=1

Ht,j, (4.4)

where Ht,j ∈ RC denotes the feature vector at the t-th frame and j-th joint, T is the

total number of frames, N is the total number of joints, and C is the number of channels.

The resultant vector Hgap ∈ RC is obtained by averaging over the temporal and spatial

dimensions.

Subsequently, this pooled representation is fed into a linear projection layer, which

maps the fixed-size vector into a lower-dimensional space corresponding to the number

of action classes. This linear transformation is formulated as

ŷ = WHgap + b, (4.5)

where W ∈ RC×K and b ∈ RK are the learnable weights and biases of the linear layer,

respectively, and ŷ ∈ RK is the output vector containing the predicted scores for each

action class. The overall architecture of the classification head ensures that the rich fea-

ture representations captured from the input sequence are effectively utilized for accurate

action classification.
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Figure 4.7: Demonstration of Multi-modal Skeleton Representation: Arrows depict the
k-th mode representation of pointed vertices. Following the convention established in
[16, 97], we designate the joint closest to the center of mass as the source joint, and
the joint farthest from it as the target joint. Green dots represent vertices lacking a
corresponding source.

4.2 Ensemble with multi-modal inputs

In this section we talk about the input modalities that we are using for our model.

Using popular modalities for graphical skeleton data such as bones and joints we can

train our model using each of these and then ensemble them during inference time. This

representation gives us useful features by looking at how joints are positioned in relation

to each other. We also use both position and velocity modalities, as both offer slightly

different data points. The position modality is the default data which is the (x, y, z)

values of each joint for all frames of our datasets. The velocity modality is the difference

between corresponding joints in subsequent frames.

Shi et al. [97] introduced bone information, which is described as a vector pointing

from its source joint to its target joint, indicating their physical connection, as depicted

at k = 1 in Figure 4.7. Previous studies [13, 16, 71, 97] demonstrate that combining

models trained with both bone and joint information significantly enhances action recog-

nition performance. This suggests that these different ways of representing the skeleton

complement each other. We utilize the same multi-modal skeleton representation to de-
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Figure 4.8: A visual representation comparison of random noise and Cosine-based noise
on 2D points with time on the Y axis. (Left) Points with no noise. (Middle) Random
noise applied. (Right) Cosine-based noise applied.

fine additional representations, building on the understanding that bone information can

be perceived as a linear transformation of joint information. Specifically, we extend the

joint-bone relationship at time t as

X
(k)
t = (I−Pk)Xt, (4.6)

where P ∈ RN×N denotes a binary matrix that contains source-target relations of the

skeleton graph, with Pij = 1 if the i-th joint is the source of the j-th joint, and 0

otherwise. We set the row corresponding to the center of mass in P as a zero vector,

ensuring that it does not have an associated source joint. We refer to X
(k)
t as the k-th

mode representation of the skeleton. The representations for different k values capture

distinct spatial features of a joint. We define K as maxv d(N) + 1 for n ∈ N , where d(n)

gives the shortest distance in terms of hops between vertex N and the center of mass.

When k = 1, the k-th mode representation X
(k)
t corresponds to the bone representation,

as defined in [97], and when k = K, it corresponds to the joint representation, as Pk = 0.

For example, at k = 1 in Figure 4.7, the joint at the center of mass is shown as a green

dot, making K equal to 5 in this instance.
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4.3 Cosine-based Noise

In this work, to further improve our results, we proposed a noise augmentation strategy

for skeleton based human action recognition using Cosine waves across time as noise

instead of a random noise as shown in Figure 4.8. Each node in the skeleton undergoes a

perturbation based on a Cosine wave, which adds controlled noise to the data. The noise

has a randomly determined amplitude and frequency, modulated by a scaling factor. The

intuition behind using such an augmentation strategy is to try and mitigate the random

noise generated by either the sensor used to detect the skeleton joints or the model used

to estimate skeleton pose data from RGB frame sequences. Applying a wave function

over time on the nodes applies a similar perturbation across all nodes making the training

process more robust to noise in the input data.

Let X ∈ RT×N×C represent the skeleton data, where T is the number of time frames,

N is the number of joints (nodes) in the skeleton, C is the number of channels (e.g.,

x, y, z coordinates). We apply a Cosine wave-based noise perturbation to each joint

n ∈ {1, 2, . . . , N} of the skeleton as follows:

Xnoisy
n = Xn + αn cos(2πfnt+ ϕ), (4.7)

where Xnoisy
n ∈ RT×C , αn ∈ R is the amplitude of the noise applied to node N , fn ∈ R

is the frequency of the Cosine wave applied to node n, t ∈ {1, 2, . . . , T} is the time

frame index, ϕ ∈ R is a phase shift. additionally, for each node n, the amplitude α and

frequency f are drawn randomly from a normal distribution:

α ∼ N (0, A), f ∼ U(0, F ) (4.8)

where A and F are predefined scaling factors. The noise function is then applied equally

to all nodes across the skeleton. The Cosine wave for each node is independent, resulting

in a unique perturbation for each node at each time frame. The modified data is then



Chapter 4. Methodology 62

used as input for subsequent processing steps, with the added noise intended to improve

the model’s robustness or simulate real-world noise in sensor data. This approach adds

controlled perturbations to skeleton data using Cosine wave noise. Each joint in the

skeleton is perturbed independently with randomly chosen frequencies and amplitudes,

ensuring diverse and realistic variations in the input data.

4.4 Summary

This chapter presents a comprehensive methodology for our model architecture aimed

at human action recognition through skeleton data. Our core approach uses a GCN

backbone with a partitioning transformer, which strategically partitions skeletal joints

and frames according to specific joint-temporal relationships. This partitioning allows

the model to leverage self-attention mechanisms tailored to focus on both global and local

dependencies, thus enhancing the model’s ability to learn intricate patterns associated

with diverse human actions. Finally we have a classification head to classify the action.

The proposed methodology leverages multi-modal inputs by integrating bone and joint

representations, enabling the model to better capture the relationship between joints. We

also introduce a new data augmentation strategy using Cosine-based noise which is ap-

plied to all input modalities. This multi-modal ensemble approach enhances the model’s

capacity for action recognition, leading to more precise classifications. By emphasiz-

ing the spatial and temporal dynamics of human actions, the methodology significantly

improves the model’s overall performance and effectiveness.
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Experiments

In this section, we evaluate the effectiveness of the proposed method through a series

of experiments. We begin by describing the datasets utilized in this study, followed by

a comprehensive explanation of the evaluation methodology. Next, we perform an in-

depth ablation study to investigate the contributions of various components of our model

and their role in achieving results comparable to state-of-the-art approaches. Finally, we

present and analyze the results obtained from these experiments

5.1 Datasets

For our model we decided to work on benchmarks which are used for multi-view and

multi-subject action classification tasks as shown in Table 5.1.

Datasets Subjects Classes Joints Split # Train # Test # Total

N-UCLA 10 10 20 - 1020 474 1,494

NTU60 40 60 25 Cross-Subject 40,091 16,487 56,578
40 60 25 Cross-View 37,646 18,932 56,578

NTU120 106 120 25 Cross-Subject 63,026 50,919 113,945
106 120 25 Cross-View 54,468 59,447 113,945

Table 5.1: Here is the breakdown of the key metrics for the benchmark datasets used.

63
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Figure 5.1: Sample video frames from NTU60 and NTU120 datasets showing rgb frames
of the actions being performed by different subjects from different camera angles and
settings.

5.1.1 NTU-RGBD 60

The NTU RGB+D action recognition dataset [95] is collected using Microsoft Kinect v2

sensors and includes four distinct data modalities. Depth maps consist of sequences of

2D depth values in millimeters with a resolution of 512 × 424, and lossless compression

is applied to preserve information. 3D joint information provides 3D locations of 25

major body joints for detected humans, with corresponding pixels on both RGB frames

and depth maps. RGB frames are videos recorded at a resolution of 1920 × 1080, while

infrared sequences are collected frame by frame at a resolution of 512 × 424. These

four modalities collectively provide a comprehensive multi-view representation of human

actions for analysis.

The dataset includes 60 action classes, which are categorized into three groups. 40

daily actions represent common activities such as drinking, eating, and reading. 9 health-

related actions involve behaviors like sneezing, staggering, and falling down. Additionally,

11 mutual actions capture interactions between individuals, such as punching, kicking,
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and hugging. Data collection involved 40 subjects aged between 10 and 35 years, with

each subject assigned a consistent ID across samples. The dataset captures a range of

subject characteristics, including variations in age, gender, and height, ensuring a diverse

representation.

For data collection, three cameras were used to capture the actions from different

horizontal perspectives. These camera angles include -45°, 0°, and +45°. The view

types consist of two front views, one left side view, one right side view, one left side 45°

view, and one right side 45° view. The camera setups were varied in both height and

distance from the subjects, and detailed camera and setup numbers are provided for each

video sample, allowing for a diverse set of perspectives in the dataset.

Two benchmark evaluation protocols are used for training and testing. In the cross-

subject evaluation, subjects are divided into training and testing groups, each comprising

20 subjects. The training set contains 40,320 samples, while the testing set contains

16,560 samples, with specific training and testing subject IDs provided. In the cross-

view evaluation, training is performed using samples from cameras 2 and 3, capturing

front and side views, while testing is conducted on samples from camera 1, which captures

the 45° views. The training set consists of 37,920 samples, and the testing set includes

18,960 samples.

5.1.2 NTU-RGBD 120

The NTU RGB+D 120 dataset [70] is an extension of the NTU RGB+D dataset, main-

taining similar characteristics with an increased number of action classes to 120 and a

total of 114,480 videos. It is divided into an auxiliary set comprising 100 classes, allow-

ing all samples from these classes for training, and a one-shot evaluation set consisting

of 20 novel classes. In the evaluation set, one sample from each novel class serves as

an exemplar, while the remaining samples are used for testing recognition performance.

Evaluation protocols for this dataset mirror those of the NTU RGB+D dataset, with
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cross-subject retaining the same designation and cross-view renamed to cross-setting in

the NTU RGB+D dataset. To evaluate performance, classification accuracy is assessed

under cross-subject and cross-view settings.

The dataset is collected using Microsoft Kinect sensors and includes four major data

modalities. Depth maps consist of sequences of 2D depth values in millimeters, with a

resolution of 512 × 424, and lossless compression is applied to preserve data. 3D joint

information provides 3D locations of 25 major body joints for each detected and tracked

human, with corresponding pixels on both RGB frames and depth maps. RGB frames

are recorded at a resolution of 1920 × 1080, while infrared sequences are collected and

stored frame by frame at a resolution of 512 × 424.

The dataset includes 120 action categories, divided into 82 daily actions (examples

include eating, writing, and moving objects), 12 health-related actions (examples include

blowing nose, vomiting, and falling down), and 26 mutual actions (examples include

handshaking, pushing, and hugging). Compared to NTU-60, this dataset features fine-

grained hand/finger motions (such as "make ok sign" and "snapping fingers"), fine-

grained object-related actions (such as "counting money" and "playing magic cube"),

and object-related mutual actions (such as "wield knife towards other person" and "hit

other person with object"). It also includes actions with similar postures but different

speeds (such as "grab other person’s stuff" vs. "touch other person’s pocket (steal)"),

similar body motions with different objects (such as "put on bag/backpack" vs. "put on

jacket"), and similar objects with different body motions (such as "put on bag/backpack"

vs. "take something out of a bag/backpack"). The dataset includes 106 subjects from

15 different countries, aged between 10 and 57 years, and ranging in height from 1.3m

to 1.9m. Each subject is assigned a consistent ID.

For data collection, 3 cameras capture three different horizontal views of the same

action from angles of -45°, 0°, and +45°. Each subject performs each action twice,

providing a variety of views. View types include front, left side, right side, left side 45°,
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and right side 45° views. Camera setup variations involve different heights and distances

of cameras used across 32 setups, with all camera and setup numbers provided for each

video sample.

Two benchmark evaluation protocols are used for training and testing. In the cross-

subject evaluation, 106 subjects are divided into training and testing groups, each con-

sisting of 53 subjects. The remaining subjects are reserved for testing. In the cross-setup

evaluation, training uses samples from even collection setup IDs, while testing uses sam-

ples from odd setup IDs. 16 setups are used for training and 16 for testing.

5.1.3 NW-UCLA

The Northwestern UCLA Multiview Action 3D (NW-UCLA) dataset [125] is recorded

using the MS Kinect version 1 sensor from multiple perspectives as shown in Figure 5.2.

Training data are collected from view 1 and view 2, while testing data are obtained

from view 3. This dataset encompasses 10 action categories, including pick up with one

hand, pick up with two hands, drop trash, walk around, sit down, stand up, donning,

doffing, throwing, and carrying. Each action is executed by 10 subjects.

5.2 Implementation Details

5.2.1 Data Prepossessing

For the NTU RGB+D 60 and 120 datasets, we implement the pre-processing protocol

outlined in [13, 16, 149], which involves aligning the skeletons’ spines using a view-

invariant transformation [108] to ensure they are perpendicular to the ground. For the

NW-UCLA dataset, we adhere to the pre-processing protocol detailed in [13, 14, 16].
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Figure 5.2: Sample video frames from NW-UCLA dataset showing RGB frames of the
actions being performed from different camera angles.
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5.2.2 Training

Our model is implemented using Pytorch [83] and training was performed on a Titan

V100 GPU. We train our models for 130 epochs, using a warm-up strategy for the first

5 epochs, following the approach outlined in [16]. The learning rate is initialized to

0.1 for the NTU RGB+D 60 and 120 datasets and reduced to 0.05 for the NW-UCLA

dataset. Learning rates decay with a factor of 0.1 at epochs 90, 100, and 120. For the

NTU RGB+D 60 and 120 datasets, a weight decay of 5×10−4 is utilized, while for the

NW-UCLA dataset, a weight decay of 4×10−4 is employed.

For Cosine-based noise generation, we use an amplitude of 0.008 and a frequency of 1

without damping. The batch size is configured to be approximately twice the number of

classes, ensuring that, on average, each mini-batch contains data from two classes. This

results in a batch size of 32 for NW-UCLA, 128 for NTU RGB+D 60, and 256 for NTU

RGB+D 120.

For the NTU RGB+D and NTU RGB+D 120 datasets, the configuration for our

partition transformer was: V = 50 (25 joints per individual), T = 64, L = 4, K = 12,

M = 8, N = 8, and C = 96. For the NW-UCLA dataset, the configuration for our

partition transformer was: V = 20, T = 64, L = 4, K = 5, M = 8, N = 8, and C = 96.

For each partition, we have H = 3 heads.

5.3 Ablation Studies

To analyze the effects of individual components, we conducted multiple experiments.

In this section, we present our findings regarding the various design choices made in

our model. We discuss the impact of our novel noise strategy using Cosine waves and

compare it with random noise data augmentation. Additionally, we report the results of

using different joint modalities, along with position and velocity modalities. Finally, we

examine the effects of employing both a vanilla and a partitioning transformer. All of
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Position Velocity Pos+ ϵ Pos+ ϵCosine V el + ϵ V el + ϵCosine

K=1 (joints) 90.31% 88.27% 89.03% 89.81% 85.63% 86.15%
K=2 90.24% 88.55% 88.51% 89.95% 86.38% 87.05%
K=3 89.71% 88.24% 88.96% 89.63% 86.67% 87.70%
K=4 89.48% 88.00% 88.35% 89.24% 86.42% 87.59%
K=5 89.28% 87.95% 87.83% 88.46% 86.61% 87.73%
K=6 89.17% 87.62% 87.64% 88.31% 86.47% 87.68%
K=7 89.24% 88.39% 88.21% 89.11% 86.53% 87.65%
K=8 (bones) 89.42% 88.27% 88.10% 89.05% 86.38% 87.82%

Table 5.2: Results for NTU60 Cross Subject split using various input modalities with
both random noise and Cosine-based noise. Bold numbers represent better performance
using data augmentations.

our ablative studies were performed on the NTU-60 dataset.

5.3.1 Cosine-based Noise

For evaluating the effectiveness of our novel Cosine-based noise data augmentation, we

ran our experiments on NTU-60 cross subject split, training each run for 130 epochs,

with 0.1 starting learning rate, with a 0.1 decay at 90, 100 and 120 steps, with weight

decay of 5×10−4. Table 5.2 shows the results of our experiments. From the results we can

see clearly that for every case, the Cosine-based noise performs better than the random

noise using the same amplitude of noise, which for our experiments was set to 0.008 and

the frequency for the Cosine-based noise was set to 1 without damping.

5.3.2 Vanilla vs partitioning Transformer

We applied various partitioning strategies and our results are shown in Table 5.3. We

applied three different partitioning strategies, in the first one we only partitioned on the

joints, in the second approach we only partitioned on the frames and on the third strategy

we applied both, creating four partitions which produced the best results, showing that

paying attention to local and global aspect of the skeleton structure and time frames

both are crucial in distinguishing complex actions.



Chapter 5. Experiments 71

Model NTU-60
CS CV

Vanilla Transformer 93.11 97.41
2-Partition Transformer
(local joints), (distant joints) 93.36 97.52

2-Partition Transformer
(local frames) , (distant frames) 93.54 97.67

4-Partition Transformer
(local joints, local frames)(local joints, distant frames)
(distant joints, local frames)(distant joints, distant frames)

94.46† 97.87†

Table 5.3: Results on NTU60 Cross Subject and Cross View split using various parti-
tioning strategies. † represents the highest accuracy for that split.

N-models Ensemble cases Accuracy
2-models (pos, vel) K={1} (bones) 91.08%
2-models (pos, vel) K={8} (joints) 90.47%
4-models (pos, vel) K={1,2} 92.01%
6-models (pos, vel) K={1,2,8} 92.35%
6-models (pos, vel) K={2,8}, (pos+ϵ, vel+ϵ) K={1} 92.48%
8-models (pos, vel) K={1,2,3,8} 92.23%
2-models (pos+ϵ, vel+ϵ) K={1} 91.79%
4-models (pos+ϵ, vel+ϵ) K={1,2} 92.12%
6-models (pos+ϵ, vel+ϵ) K={1,2,8} 92.63%
6-models (pos+ϵCosine, vel+ϵCosine) K={1,2,8} 93.46%†

Table 5.4: Results for NTU60 Cross Subject split using various ensembling combinations
with both random noise and Cosine-based noise, different K values and both position
and velocity modalities. † represents the best result.

5.3.3 Multi-modal representation

We perform a comparative analysis of ensemble models trained using various combina-

tions of modalities. This highlights the importance of multi-modal representations in

enhancing the diversity of input features and the corresponding trained models, thereby

increasing the effectiveness of the ensemble. Notably, the accuracy tends to plateau

beyond the inclusion of six modalities.

As the parameter k increases, the number of vertices lacking a source also rises,

as illustrated by the green dots in Figure5.3, resulting in a lack of distinctive features.
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Figure 5.3: Demonstration of Multi-modal Skeleton Representation: Arrows depict the
k-th mode representation of pointed vertices. We designate the joint closest to the center
of mass as the source joint, and the joint farthest from it as the target joint. Green dots
represent vertices lacking a corresponding source. K=8 for NTU-60 and NTU-120 and
K=5 for NW-UCLA.

Additionally, we incorporate both position and velocity modalities, each providing unique

data points. The position modality consists of the (x, y, z) coordinates of each joint across

all frames in our datasets, while the velocity modality captures the differences between

corresponding joints in subsequent frames.

As demonstrated in Table 5.4, the optimal ensemble configuration consists of six

models utilizing k = 1, 2, 8, incorporating both position and velocity inputs, and applying

Cosine-based noise across all instances. This configuration consistently yields the best

performance, and this ensemble model, referred to as "Hybrid-Graformer" is used to

report our results in the subsequent section.

5.4 Experimental Results and Discussion

Table 5.5 shows the results for various approaches on the NTU-60, NTU-120, and NW-

UCLA datasets. We compare our model with state-of-the-art approaches [87, 24, 66, 126,

153] using skeleton data for action recognition. For the other methods, we report the

results as stated in their respective papers without reproducing them ourselves. While all
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methods use the same data splits as specified by the dataset owners, other experimental

setups, such as validation sets and ensemble configurations, differ. Our model achieves

results across all three benchmarks that are on par with or surpass current state-of-the-

art approaches, demonstrating the clear efficacy of our method. Each result was obtained

by training across multiple modalities, with the Hybrid-Graformer ensemble yielding the

best overall performance.

5.4.1 Analyzing Results

When we analyze our prediction results we can see a clear trend in the classes which

our model misclassifies the most. For example the top most misclassified classes are the

following: writing, typing on a keyboard, reading, playing with phone/tablet, wear a

shoe, take off a shoe, touch head (headache), eat meal/snack, rub two hands together,

sneeze/cough, touch chest (stomachache/heart pain), pointing to something with finger,

touch neck (neckache), nausea or vomiting condition, brushing hair, make a phone cal-

l/answer phone. These top misclassified predictions can be broadly categorized into two

main types of interactions: human-object interaction or actions requiring higher resolu-

tion (especially finger joints). If we extract the top most misclassified class pairs we see

this hypothesis further confirmed as seen on Table 5.6.

The results show two clear gaps in our model. Firstly, human object interaction is

not fully captured, and that is true, we only consider human skeleton joints as inputs

which lose the object information. For cases like "Typing" and "Writing" since our model

does not have any contextual knowledge of a keyboard or a pen, it fails to differentiate

between the two. similarly for examples like "wearing a shoe" and "taking off a shoe,"

both actions seem similar when only seeing the skeleton and not having any contextual

input for the shoe. Another key gap in our model is the lack of higher resolution in the

joints. Our model uses 25 key points all over the human body, so if we have actions

"rubbing hands together" and "clapping" where we only see the up to the palm joint, it
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Type Methods NTU-60 NTU-120 NW-UCLA
CS CV CS CV

GNNs

Shift-GCN [CVPR’20] 90.7 96.5 85.9 87.6 94.6
DC-GCN+ADG 90.8 96.6 86.5 88.1 95.3
PA-ResGCN-B19 90.9 96.0 87.3 88.3
DDGCN 91.1 97.1
Dynamic GCN 91.5 96.0 87.3 88.6
MS-G3D [CVPR’20] 91.5 96.2
MST-GCN 91.5 96.6 87.5 88.8
CTR-GCN [ICCV’21] 92.4 96.8 88.9 90.6 96.5
infoGCN [CVPR’22] 93.0 97.1 89.8 91.2 97.0
LA-GCN [CoRP’23] 93.5 97.1 90.7 91.8 97.6

CNNs PoseC3D [CVPR’22] 94.1 97.1 86.9 90.3

Hypergraphs

Hyper-GNN [TIP’21] 89.5 95.7
DHGCN [CoRR’21] 90.7 96.0 86.0 87.9
SD-HGCN[ICONIP’21] 90.9 96.7 87.0 88.2
S-HCN [ICMR’22] 90.8 96.6

Transformers

ST-TR [CVIU’21] 90.3 96.3 85.1 87.1
MTT [LSP’21] 90.8 96.7 86.1 87.6
STST [ACM MM’21] 91.9 96.8
4s-GSTN[Symmetry’22] 91.3 96.6 86.4 88.7
FGSTFormer[ACCV’22] 92.6 96.7 89.0 90.6 97.0
Hyperformer [2022] 92.9 96.5 89.9 91.3 96.7
3MFormer [CVPR’23] 94.6† 97.7 91.2† 93.5∗ 97.8

Ours Hybrid-Graformer 94.46 97.87† 90.68 93.52∗ 97.91†

Table 5.5: Results for various methods on NTU-60, NTU120 and NW-UCLA datasets
including our method at the end. † represents the best result for that split and ∗ represent
results that are comparable in that split.
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Figure 5.4: Plotting the two top misclassified action classes show the issue with mis-
classifications. The action frame time increases from left to right. Red frames are from
"typing on a keyboard" class and green frames are from "reading" class. Both classes
look like similar actions without the context of the object being interacted with.
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Figure 5.5: Human object interaction: A set of class pairs where without the context of
object or higher resolution in finger joints makes it difficult to predict accurately. Top
blue frames are "reading" and the red color is "writing".
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True Class Predicted Class
typing on a keyboard writing
writing reading
writing typing on a keyboard
reading writing
wear a shoe take off a shoe
take off a shoe wear a shoe
writing playing with phone/tablet
playing with phone/tablet writing
playing with phone/tablet typing on a keyboard
typing on a keyboard reading
touch head (headache) wipe face
kicking other person kicking something
typing on a keyboard playing with phone/tablet
rub two hands together clapping
touch chest (stomachache/heart pain) nausea or vomiting condition
nausea or vomiting condition sneeze/cough
playing with phone/tablet reading
pointing to something with finger taking a selfie

Table 5.6: Top most misclassified pairs of classes.

is not able to differentiate effectively. A detailed breakdown of the results, along with

detailed truth vs. prediction plots and further analysis, is provided in Appendix A.

5.4.2 Model Parameters

We analyze our models parameters and compare them with other models in Table 5.7.

Our model maintains a comparable number of parameters with respect to other state-of-

the-art methods at 3.78M. Individually our GCN backbone is 1.5M parameters and our

Transformer block is 2.28M in size.

5.5 Summary

In this chapter, we conducted an extensive series of experiments to evaluate the per-

formance and limitations of our proposed model for human action recognition using
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Type Methods NTU-60 Params (M)

CS CV

GNNs

DC-GCN+ADG 90.8 96.6 4.90
MS-G3D [CVPR’20] 91.5 96.2 3.22
MST-GCN 91.5 96.6 12.00
CTR-GCN [ICCV’21] 92.4 96.8 1.46∗

infoGCN [CVPR’22] 93.0 97.1 1.56
HD-GCN [ICCV’23] 93.4 97.2 1.68

CNNs PoseC3D [CVPR’22] 94.1 97.1 2.00

Transformers

ST-TR [CVIU’21] 90.3 96.3 12.10
DSTA [ACCV’20] 91.5 96.4 4.10
Hyperformer [2022] 92.9 96.5 2.71
3MFormer [CVPR’23] 94.6† 97.7 4.37

Ours Hybrid-Graformer 94.46 97.87† 3.78

Table 5.7: A comparison of the number of model parameters on NTU-60 represented in
millions. GNNs in general have a low parameter count, the only CNN performing at
par with state of the art models also has modest parameters and Transformers generally
have higher parameters. † represents the best accuracy for that split and ∗ represents the
lowest parameter count.

skeleton data. The ablation studies concentrated on data augmentation strategies, in-

put data modalities, and transformer architectures. Our findings revealed that the best

performance was achieved with a combination of Cosine-based noise augmentation, an

ensemble model incorporating both positional and velocity information from skeleton

modalities, and the partitioning transformer.

We compared our approach (Hybrid-Graformer) against state-of-the-art methods,

demonstrating competitive results. However, our analysis identified two key limitations:

The model struggled to consistently capture human-object interactions and secondly, the

joint resolution used was insufficient for recognizing actions involving fine-grained finger

movements.
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Conclusion

In this thesis, we present a novel deep learning architecture that integrates a GCN back-

bone with a partitioning transformer. The GCN backbone, enhanced by attention mech-

anisms, effectively captures the context-dependent structure of human skeletal topology

while amplifying discriminative features. The transformer component complements this

by aggregating long-range temporal dependencies, enabling the model to accurately rec-

ognize complex actions across both short- and long-term temporal windows. This is made

possible through our partitioning strategy, which efficiently models the relationships be-

tween both neighboring and distant joints, facilitating a comprehensive understanding of

human movement dynamics.

Furthermore, we introduce a Cosine-based noise augmentation strategy that enhances

the model’s robustness and accuracy. Our proposed Hybrid-Graformer model demon-

strates competitive results across multiple skeleton-based action recognition benchmarks.

6.1 Limitations and Future Work

While our approach delivers results comparable to state-of-the-art methods, several lim-

itations still exist, particularly in handling "human-object interactions" and "joint reso-

lution." Our current model lacks explicit modeling of interactions between humans and

79
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objects, which is crucial for certain action recognition tasks. To address this, fusing RGB

information with skeleton data could provide richer contextual information about objects

involved in actions, potentially improving recognition accuracy in object-related activi-

ties. The resolution of skeletal joints remains another limitation. Using more advanced

pose estimation models, as discussed in recent literature [93, 152], could yield more

accurate and detailed joint data, improving the model’s overall performance in complex

motions.

Additionally, we can include more data points such as joint names in our input feature

which can potentially improve the understanding of the model about how different body

joints interact with each other for different actions.

For future work, several promising directions emerge from this study. The superior

performance of Cosine-based noise augmentation over random noise highlights its poten-

tial for further development. Future work could refine this technique, exploring different

noise schedules or hybrid augmentation methods to further boost model robustness. In-

corporating 2D or 3D volumetric heat maps of joints as an additional input modality is

another avenue worth exploring. This could provide more granular spatial information

about joint positions, potentially improving prediction stability and overall performance.

Our current model utilizes an ensemble of six to twelve individual models. Recent

advances in multi-modal fusion architectures, such as those in [126, 24], have demon-

strated the ability to integrate multiple modalities at earlier stages of training, offering

enhanced performance without the complexity and computational overhead of large en-

sembles. Transitioning to such architectures could simplify the model while maintaining

or improving performance.

While our model performs competitively across three datasets, it has yet to be eval-

uated on large-scale datasets such as Kinetics-400 [48], which contains 400 action cate-

gories. Future research should focus on testing the scalability of the model to handle a

broader range of classes and larger batch sizes.
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Additionally, although currently focused on human skeleton modeling, the framework

of this model is generalizable to other forms of structured data. For example, it could

be adapted to track the motion of particles, articulated objects, or other systems with

structured dependencies, broadening its application domain.

6.2 Social and Ethical Implications

The use of detailed bio-metric data, such as skeleton data in our model, provides insights

into an individual’s body posture and movement patterns. This can reveal sensitive

information about physical and behavioral traits, raising significant privacy concerns.

Given the sensitivity of such data, informed consent is crucial. Users need to understand

what data is being collected, how it is used, and the potential risks associated with use.

The accuracy of skeleton data enhances the detection of specific actions and behaviors,

leading to improvements in identifying criminal activities or emergencies. This data

can contribute to public safety by enabling more precise detection of criminal activity

and supporting rapid response during emergency situations. Advanced human action

recognition models offer valuable insights into individuals’ physical states and movements

during critical moments.

On the positive side, these models significantly impact assistive technologies, such

as personalized rehabilitation programs, fitness solutions, and ergonomic designs. Ad-

ditionally, better movement analysis can improve healthcare by aiding diagnostics and

treatment plans, and it supports research into understanding physical health and behav-

ior but such surveillance comes with its own social cost.

However, balancing these benefits requires implementation of strong data protection

measures, including secure storage, encryption, and strict access controls to safeguard

sensitive data. Furthermore, the development of ethical use guidelines is essential to en-

sure collection, use, and sharing of skeleton data respects individuals’ rights and privacy.
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Appendix A: Classification results

A.1 Classification performance

NTU-60 Cross Subject: In the NTU-60 Cross Subject split, the dataset is divided by

assigning specific subjects to the training and testing sets, ensuring no overlap between

the subjects in each. This split tests the model’s ability to generalize to unseen individuals

performing various actions. The confusion matrix presented illustrates the classification

performance across different action classes, highlighting both correctly classified actions

and common misclassifications as seen in Figure A.1.

NTU-60 Cross View: The NTU-60 Cross View split focuses on evaluating the

model’s ability to recognize actions from different viewpoints. In this setting, the training

and testing sets consist of the same subjects, but the camera views are kept distinct. The

confusion matrix provides insights into how well the model generalizes across varying

perspectives and identifies potential challenges in view-invariant action recognition as

seen in Figure A.2.

NTU-120 Cross Subject: For the NTU-120 Cross Subject split, the larger NTU-

120 dataset is divided similarly to NTU-60, with subjects in the training set excluded

from the testing set. The increased number of action classes in NTU120 further tests

the model’s capacity to differentiate between a wider variety of actions. The confusion

matrix displays the model’s performance, helping to analyze its strengths and weaknesses

in cross-subject generalization for this more complex dataset as seen in Figure A.3.
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Figure A.1: Plot of the truth vs prediction results for NTU-60 Cross Subject split.
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Figure A.2: Plot of the truth vs prediction results for NTU-60 Cross View split.
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Figure A.3: Plot of the truth vs prediction results for NTU-120 Cross Subject split.
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Figure A.4: Plot of the truth vs prediction results for NTU-120 Cross View split.
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Figure A.5: Plot of the truth vs prediction results for NW-UCLA.
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NTU-120 Cross View: In the NTU-120 Cross View split, actions performed by the

same subjects are recorded from different camera angles, and the model is trained and

tested on distinct views. This split challenges the model’s robustness to varying view-

points, especially with a broader set of action classes. The confusion matrix highlights

the classification accuracy and areas where the model struggles with view-based action

recognition as seen in Figure A.4.

NW-UCLA: The NW-UCLA dataset is designed to evaluate multi-view action recog-

nition, where subjects perform actions recorded from multiple camera angles. The split

follows a similar cross-view setup as NTU but involves a different dataset with its own

set of challenges. The confusion matrix here showcases the model’s ability to handle both

viewpoint variation and inter-class similarities specific to the NW-UCLA dataset as seen

in Figure A.5.

A.2 Classification analysis

A.2.1 NTU-60 Top 20 misclassification analysis

Fig. A.6 and Table A.1 highlight key misclassifications between different actions. No-

tably, the action "writing" is frequently misclassified as "typing on a keyboard," with

45 occurrences, indicating a significant overlap in these activities. Similarly, the actions

"take off a shoe" and "wear a shoe" exhibit a close relationship, with 33 and 29 misclassifi-

cations, respectively. Other notable pairs include "reading" misclassified as "writing" (28

times) and "typing on a keyboard" misclassified as "writing" (27 times). This suggests

that certain actions may share similar motion patterns or contextual features, leading

to confusion in classification models. Overall, the data underscores the challenges in

distinguishing between closely related activities within the NTU-60 dataset for the cross

subject split.

Fig. A.7 and Table A.2 present insights into misclassifications among various actions.
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Figure A.6: Plot of the top 20 truth vs prediction results for NTU-60 Cross Subject split.
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True Prediction Count

writing typing on a keyboard 45
take off a shoe wear a shoe 33
wear a shoe take off a shoe 29
reading writing 28
typing on a keyboard writing 27
writing reading 26
take off a shoe kicking something 20
playing with phone/tablet writing 19
walking apart from each other walking towards each other 16
sneeze/cough touch head (headache) 15
drink water brushing teeth 14
hand waving use a fan (with hand or paper) 12
rub two hands together clapping 12
brushing teeth touch head (headache) 11
clapping rub two hands together 11
writing playing with phone/tablet 11
playing with phone/tablet reading 11
sneeze/cough nausea or vomiting condition 11
playing with phone/tablet typing on a keyboard 10
nausea or vomiting condition sneeze/cough 10

Table A.1: NTU-60 Cross Subject
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Figure A.7: Plot of the top 20 truth vs prediction results for NTU-60 Cross View split.
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True Prediction Count

typing on a keyboard writing 32
writing reading 26
writing typing on a keyboard 21
reading writing 16
wear a shoe take off a shoe 16
take off a shoe wear a shoe 14
writing playing with phone/tablet 10
playing with phone/tablet writing 9
playing with phone/tablet typing on a keyboard 8
typing on a keyboard reading 8
touch head (headache) wipe face 7
kicking other person kicking something 7
typing on a keyboard playing with phone/tablet 6
rub two hands together clapping 6
touch chest (stomachache/heart pain) nausea or vomiting condition 6
nausea or vomiting condition sneeze/cough 6
walking apart from each other walking towards each other 6
sneeze/cough nausea or vomiting condition 5
playing with phone/tablet reading 4
pointing to something with finger taking a selfie 4

Table A.2: NTU-60 Cross View
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A notable trend is the confusion between "typing on a keyboard" and "writing," with

32 instances of misclassification, highlighting the similarities in hand movements associ-

ated with both tasks. The action "writing" is also misclassified as "reading" (26 times),

indicating potential overlap in their execution contexts. Additionally, the pair "wear a

shoe" and "take off a shoe" shows significant misclassification (16 and 14 times, respec-

tively), further emphasizing the close relationship between these actions. Other notable

instances include "playing with phone/tablet" being misclassified as "writing" (10 times)

and vice versa (9 times), suggesting that users might engage in similar gestures during

these activities. Overall, this data reflects the challenges faced in accurately differen-

tiating between closely related actions within the NTU-60 dataset, particularly in the

context of cross-view evaluations.

A.2.2 NTU-120 Top 20 misclassification analysis

Fig. A.8 and Table A.3 present a summary of misclassifications for the NTU-120 Cross

Subject dataset, highlighting the most frequently confused actions. The action "make

ok sign" is commonly misclassified as "make victory sign," occurring 140 times, which

indicates a significant overlap between these gestures. Another notable pair is "staple

book," which is frequently misidentified as "cutting paper (using scissors)" with 121

instances. Additionally, the action "make victory sign" is misclassified as "make ok

sign" 92 times, further illustrating the challenges in differentiating between similar hand

gestures. Other misclassifications include "hit other person with something" mistaken for

"wield knife towards other person" (61 counts) and "blow nose" confused with "yawn"

(57 counts). These results emphasize the need for improved classification methods, as

many actions have closely related predictions, potentially affecting the accuracy of gesture

recognition systems.

Fig. A.9 and Table A.4 summarize the NTU-120 Cross View results, highlighting key

misclassifications between true and predicted actions. The most significant misclassifi-
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Figure A.8: Plot of the top 20 truth vs prediction results for NTU-120 Cross Subject
split.
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True Prediction Count

make ok sign make victory sign 140
staple book cutting paper (using scissors) 121
make victory sign make ok sign 92
cutting paper (using scissors) staple book 76
hit other person with something wield knife towards other person 61
blow nose yawn 57
counting money play magic cube 56
cutting nails playing with phone/tablet 53
put something into a bag take something out of a bag 52
counting money cutting nails 44
writing typing on a keyboard 42
staple book reading 41
hit other person with something punching/slapping other person 41
make victory sign thumb up 39
fold paper counting money 39
counting money playing with phone/tablet 38
apply cream on hand back rub two hands together 38
play magic cube counting money 36
staple book cutting nails 35
yawn hush (quite) 35

Table A.3: NTU-120 Cross Subject
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Figure A.9: Plot of the top 20 truth vs prediction results for NTU-120 Cross View split.
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True Prediction Count

make ok sign make victory sign 88
take off a shoe wear a shoe 78
cutting paper (using scissors) staple book 74
staple book cutting paper (using scissors) 73
yawn blow nose 62
hit other person with something wield knife towards other person 59
writing typing on a keyboard 55
sneeze/cough blow nose 53
typing on a keyboard writing 51
make victory sign make ok sign 51
wear a shoe take off a shoe 49
writing reading 45
reading writing 42
counting money play magic cube 38
throw shoot at the basket 35
play magic cube counting money 32
put something into a bag take something out of a bag 30
wield knife towards other person hit other person with something 30
playing with phone/tablet writing 29
nausea or vomiting condition sneeze/cough 29

Table A.4: NTU-120 Cross View
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True Prediction Count

carry throw 5
pick up with one hand throw 2
carry doffing 2
pick up with one hand drop trash 1
throw pick up with one hand 1

Table A.5: NW-UCLA

cation involves the gesture "make ok sign," which was frequently predicted as "make

victory sign" with a count of 88 instances. Another notable confusion occurs between

"take off a shoe" and "wear a shoe," with 78 occurrences. Additionally, actions involving

cutting paper using scissors and stapling a book were misclassified 74 and 73 times, re-

spectively. Other common mispredictions include "yawn" being predicted as "blow nose"

(62 counts) and "hit other person with something" being confused with "wield knife to-

wards other person" (59 counts). The data indicates a pattern of related actions often

leading to misclassification, such as writing and typing on a keyboard, with counts of 55

and 51, respectively. These insights could help improve the model’s accuracy by refining

the recognition of similar gestures and actions.

A.2.3 NW-UCLA Top 5 misclassification analysis

The NW-UCLA dataset presents a limited number of actions with distinct prediction

outcomes as shown in Fig. A.10 and Table A.5. The most frequent true action, "carry,"

is incorrectly predicted as "throw" in 5 instances, indicating a notable confusion between

these two actions. Additionally, the action "pick up with one hand" is misclassified

as "throw" twice and as "drop trash" once, highlighting potential overlap in motion

characteristics. The action "carry" is also confused with "doffing," with 2 occurrences of

misclassification. The predictions demonstrate a low overall count, suggesting that the

model may require further training or refinement to improve accuracy in distinguishing

these closely related actions.
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Figure A.10: Plot of the top 20 truth vs prediction results for NTU-120 Cross View split.
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